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Abstract

Motivation: Patient stratification or disease subtyping is crucial for precision medicine and personalized treatment of complex diseases. The increasing availability of high-throughput molecular data provides a great opportunity for patient stratification. Many clustering methods have been employed to tackle this problem in a purely data-driven manner. Yet, existing methods leveraging high-throughput molecular data often suffers from various limitations, e.g. noise, data heterogeneity, high dimensionality or poor interpretability.

Results: Here we introduced an Entropy-based Consensus Clustering (ECC) method that overcomes those limitations all together. Our ECC method employs an entropy-based utility function to fuse many basic partitions to a consensus one that agrees with the basic ones as much as possible. Maximizing the utility function in ECC has a much more meaningful interpretation than any other consensus clustering methods. Moreover, we exactly map the complex utility maximization problem to the classic $K$-means clustering problem, which can then be efficiently solved with linear time and space complexity. Our ECC method can also naturally integrate multiple molecular data types measured from the same set of subjects, and easily handle missing values without any imputation. We applied ECC to 110 synthetic and 48 real datasets, including 35 cancer gene expression benchmark datasets and 13 cancer types with four molecular data types from The Cancer Genome Atlas. We found that ECC shows superior performance against existing clustering methods. Our results clearly demonstrate the power of ECC in clinically relevant patient stratification.

Availability and implementation: The Matlab package is available at http://scholar.harvard.edu/yyl/ecc.
Contact: yunfu@ece.neu.edu or yyl@channing.harvard.edu
Supplementary information: Supplementary data are available at Bioinformatics online.
1 Introduction

High-throughput technologies, such as next-generation sequencing, have enabled us to rapidly accumulate a wealth of various molecular data types, from genome to transcriptome, proteome and epigenome (Uhlen et al., 2016; Zhu et al., 2015). Those massive genomics studies offer us great opportunities to characterize human pathologies and disease subtypes, identify driver genes and pathways and nominate drug targets for precision medicine (Biankin et al., 2015; Bolouri et al., 2016; Lapointe et al., 2004; Kamburov et al., 2015). In particular, development of novel computational approaches for patient stratification leveraging high-throughput molecular data would significantly facilitate precision medicine and personalized treatment, which target discrete molecular subclasses of complex diseases with specific genetic or epigenetic profiles (Gentles et al., 2015).

Clustering, an unsupervised exploratory analysis, has been widely used for patient stratification or disease subtyping (Chang et al., 2005; Chen et al., 2013). However, traditional clustering algorithms, such as K-means, hierarchical clustering, and spectral clustering, suffer from noise, data heterogeneity and high dimensionality that are associated with high-throughput molecular data (Andor et al., 2016; Arnedos et al., 2015). Ensemble clustering (a.k.a. consensus clustering) can merge some individually generated basic partitions, and ensure the final consensus partition maximally agrees with the basic ones (Strehl and Ghosh, 2002). This significantly helps us generate more robust partition, uncover interesting clusters, resist to noises, outliers and data variations, and fuse diverse solutions from multiple heterogeneous data sources (Liu et al., 2015a). However, existing consensus clustering algorithms based on co-association matrix (Fred and Jain, 2005) are computationally expensive and require a large storage space, preventing them to handle high-throughput molecular data. Moreover, their interpretation of the consensus partition is often obscure. Last but not least, the existing consensus clustering methods become struggled to handle missing data, which significantly limits their use in practice.

In light of this, we propose the Entropy-based Consensus Clustering (ECC) for patient stratification. Our key idea is to introduce an entropy-based utility function to measure the similarity between each basic partition and the consensus one. We then rigorously map the complex consensus clustering problem into a simple K-means optimization problem, leveraging our previous theoretical framework that bridges consensus clustering and K-means clustering (Wu et al., 2015). The entropy-based utility function is chosen due to its quick convergence and high performance (Liu et al., 2015a). Our ECC method can also be easily extended to handle missing values and integrate various molecular data types. Extensive analysis of 110 synthetic datasets, 35 benchmark datasets and 13 cancer types with four molecular data types from The Cancer Genome Atlas (TCGA) demonstrate the significant advantages of ECC in terms of effectiveness, efficiency and robustness compared with several traditional clustering methods and state-of-the-art consensus clustering methods. Moreover, we systematically explored some key impact factors of ECC, such as the number of basic partitions and the generation strategy of basic partitions, which are crucial for practical use.

2 Materials and Methods

2.1 Background

Here we introduce the basic ideas of consensus clustering in the context of omics data (e.g. gene expression) analysis. Consensus clustering is originally developed for fusing several existing partitions into a robust one (Strehl and Ghosh, 2002), which can be roughly divided into two categories. The first category summarizes these basic partitions into a co-association matrix, which measures how many times a pair of instances simultaneously occur in the same cluster. Then based on the co-association matrix, any graph partition method can be conducted for the final solution. For example, HCC employs the agglomerative hierarchical clustering on the co-association matrix (Fred and Jain, 2005); SEC conducts the spectral clustering and solves it by a weighted K-means (Liu et al., 2015b); IEC fuses infinite basic partitions based on the expectation of co-association matrix (Liu et al., 2016). Another category is to design a utility function to measure the similarity among partitions and achieve the consensus partition by maximizing the utility function between the basic partitions and the consensus one. The pioneering work by Tophsy et al. (2003) employed the Quadratic entropy as the utility function and solved it by K-means clustering. Along this line, Wu et al. gave a theoretic framework for K-means-based consensus clustering (Wu et al., 2015; Liu et al., 2015a). Generally speaking, via the guidance of objective functions, the methods in the second category offer better interpretability and greater robustness to clustering results than methods in the first category. However, it is quite challenging to design a proper utility function and make a balance between the high execution efficiency and high clustering quality.

Due to its superior performance, consensus clustering has recently been applied to gene expression data analysis (Iam-on et al., 2010; Galdi et al., 2014). For example, the linkage-based cluster ensemble (LCE) method first summarizes several basic partitions into a co-association matrix; then modifies the zero entries in the co-association matrix with the distance derived from the original data; and finally conducts spectral clustering to obtain the consensus partition (Iam-on et al., 2010). As a variant of the LCE method, the Approximate SimRank-based (ASRS) method employs very similar idea with slightly different modification on the zero entries in the co-association matrix (Galdi et al., 2014). Different from the existing consensus clustering methods (LCE and ASRS), our ECC method employs an entropy-based utility function for the guidance of fusing all the basic partitions into a consensus one, which has a more meaningful interpretation than existing consensus clustering methods. This can be understood as follows: (i) in our ECC method, the utility function measures the similarity between each basic partition and the consensus one, which naturally clarifies the contribution of each basic partition to the consensus one. In contrast, in co-association matrix based consensus clustering methods, the contribution of each basic partition to the consensus one is obscure. (ii) In the co-association matrix based consensus clustering methods, the number of co-occurrence of a pair of subjects is used to quantify their similarity. In our ECC method, we transform the consensus clustering problem into a K-means clustering problem with a modified distance. By these means, we can easily calculate the similarity between subjects in terms of the modified distance, which provides more meaningful interpretation than the number of co-occurrence.

Let $\mathcal{X}$ denote a gene expression dataset with $n$ subjects and $m$ genes. A partition of $\mathcal{X}$ into $K$ crisp clusters is represented as either a collection of $K$ subsets of instances in $\mathcal{C} = \{C_k \mid k = 1, \ldots, K\}$, with $C_k \cap C_\ell = \emptyset$, $\forall k \neq \ell$, and $\bigcup_{k=1}^{K} C_k = \mathcal{X}$, or as a label vector $\pi = (I_{1}(x_1), \ldots, I_{n}(x_n))^T$, where $I_{n}$ maps $x_i$ to some label in $\{1,2, \ldots, K\}$, $1 \leq i \leq n$. Suppose we have $r$ basic partitions denoted as $\Pi = \{\pi^{(1)}, \pi^{(2)}, \ldots, \pi^{(r)}\}$ generated by some traditional clustering method (e.g. K-means) and there are $K_{\pi}$ clusters in $\pi^{(\nu)}$, for $1 \leq \nu \leq r$. The goal of consensus clustering is to find a consensus partition $\pi$ by solving the following optimization problem:
where \( U \) is a utility function measuring the similarity at the partition-level between each basic partition and the consensus one. In other words, we expect to find an optimal partition that agrees with the basic ones as much as possible. Different utility functions measure the similarity of two partitions in different aspects, rendering different objective functions for consensus clustering. In this work, we employ an entropy-based utility function for its fast convergence and high quality (Wu et al., 2015).

2.2 Methodology overview of ECC

Here, we summarize Entropy-based Consensus Clustering (ECC), for patient stratification. Consider an \( n \times m \) matrix of molecular data of \( n \) subjects (or experiments, conditions, samples; corresponding to \( n \) rows) and \( m \) features (such as mRNAs; corresponding to \( m \) columns). Each subject can be represented by a point in the \( m \)-dimensional feature space, with different shapes representing different clusters the subjects belong to (Fig. 1A). There are three steps in the ECC pipeline. Step 1: We generate \( r \) basic partitions using K-means clustering with parameter \( K \) (i.e. the number of clusters) randomly chosen from 2 to \( \sqrt{n} \) (Fig. 1B) (Wu et al., 2015). Hereafter, we call this kind of basic partitions generation strategy Random Parameter Selection (RPS). Note that in this step we can use any basic clustering method. Here, we just choose K-means for its simplicity and high efficiency. In this work we set the number of basic partitions \( r = 100 \), which is large enough for a robust partition (see Supplementary Materials Section IV for performance of ECC with different numbers of basic partitions). Step 2: We derive a binary matrix from each basic partition via 1-of-K-coding, where \( K \) is the cluster number in this basic partition and only one element in each row is 1, others are 0. Concatenating all the basic partitions into a large binary matrix \( B \) (Fig. 1C). Step 3: We employ an entropy-based utility function \( U_{JT} \) to guide the fusion of all the \( r \) basic partitions into a consensus one (Fig. 1D). This is achieved by conducting K-means clustering on the binary matrix with a modified distance function and a user-defined cluster number \( K \).

Our ECC method has three key features. First, it solves the consensus clustering problem in a useful way, which has more meaningful interpretation than any other consensus clustering methods. Here the utility function is applied to quantify the similarity between each of the \( r \) basic partitions and the consensus one. Maximizing the utility function requires us to find a single consensus partition that agrees with the basic ones as much as possible. Second, we uncover a remarkable equivalence relationship between an entropy-based utility function and a K-means distance function so that the complex utility maximization problem can be efficiently solved by the classic K-means method with a modified distance function (see Supplementary Materials Section IA). Consequently, both the time and space complexity of ECC are linear in \( n \) (see Supplementary Materials Section IB). This dramatically improves the efficiency of ECC in real-world applications (Wu et al., 2015). Finally, ECC can naturally integrate multiple molecular data types measured from the same set of subjects, and easily handle missing values without any imputation. This significantly increases the power of ECC in clinically relevant patient stratification.

2.3 Entropy-based utility function

The core of ECC is to fuse these basic partitions into a consensus one based on an entropy-based utility function, which assures the consensus clustering algorithm to be highly efficient and robust. As formulated in Equation (1), a utility function is defined on two partitions \( \pi \) and \( \pi^{(o)} \) to measure their similarity at the partition-level. We can employ the contingency table (Table 1) to calculate the entropy-based utility function.

Consider two partitions \( \pi \) and \( \pi^{(o)} \), which contain \( K \) and \( K_o \) clusters, respectively. Let \( n_{ij}^{(o)} \) denote the number of data objects belonging to both cluster \( C_i \) in \( \pi^{(o)} \) and cluster \( C_j \) in \( \pi \). Define \( n_{ij}^{(o)} = \sum_{k=1}^{K_o} n_{ik}^{(o)} \) and \( n_{ij} = \sum_{k=1}^{K_o} n_{ik}^{(o)} \), \( 1 \leq i \leq K, 1 \leq j \leq K_o \).
Based on the contingency table, for π and π' we define two discrete distributions, \( P_i(\pi) = (n_{i1}/n, \ldots, n_{ik_i}/n) \), \( \forall i \), and \( P_i(\pi') = (n_{i1}'/n, \ldots, n_{ik_i}'/n) \). Then we define the entropy-based utility function,

\[
U_H(\pi, \pi') = -\sum_{i=1}^{K} \frac{n_{ik_i}}{n} H(P_i(\pi)) + H(P_i(\pi'))
\]

where \( H \) denotes the Shannon entropy.

Since \( H \) is a concave function, according to the Jensen’s inequality, we have \( U_H \geq 0 \). A larger \( U_H \) indicates the higher utility from the two partitions in greater similarity. Note that \( U_H \) is asymmetric, with \( U_H(\pi, \pi') \neq U_H(\pi', \pi) \), if \( \pi \neq \pi' \).

### 2.4 Entropy-based consensus clustering

Although it is crucial to design an appropriate utility function, how to efficiently optimize the objective function is another challenge. Thanks to the general K-means based Consensus clustering (Wu et al., 2015), which has substantial advantage in terms of efficiency; we can transform the optimization problem in Equation (1) into a modified K-means clustering problem as follows.

Let \( B_i = (b_{i1}, \ldots, b_{in}) \) be the concatenated binary matrix derived from \( r \) basic partitions \( \pi(1), \ldots, \pi(n) \), with

\[
b_{i1} = (b_{i1}^{(1)}, \ldots, b_{i1}^{(n)}, \ldots, b_{in}^{(n)})
\]

\[
b_{ij}^{(o)} = (b_{ij}^{(1)}, \ldots, b_{ij}^{(o)}, \ldots, b_{j1}^{(n)})
\]

\[
b_{ij}^{(o)} = \begin{cases} 1, & \text{if } I_{\pi_o} (i) = j \\ 0, & \text{otherwise} \end{cases}
\]

where \( I_{\pi_o} (i) = \{ j | b_{ij}^{(o)} = 1 \} \) and \( \forall i, \pi_o \). A K-means clustering is directly conducted on \( B_i \) with the modified distance function as follows:

\[
f(b_i, m_k) = \sum_{o=1}^{r} D(b_{io}^{(o)} || m_k^{(o)})
\]

\[
= \sum_{o=1}^{r} \sum_{j=1}^{K} b_{ij}^{(o)} \log \frac{b_{ij}^{(o)}}{m_k^{(o)}}
\]

where \( m_k = (m_k^{(1)}, \ldots, m_k^{(n)}) \) with \( m_k^{(o)} = \sum_{o \in C_k} b_{io}^{(o)} / |C_k| \), and \( D(b_{io}^{(o)} || m_k^{(o)}) \) is the KL-divergence from \( b_{io}^{(o)} \) to \( m_k^{(o)} \).

From the utility function view, we measure the similarity at the partition-level, while we calculate the distance between subjects at the instance-level. Therefore, ECC combines two kinds of similarity together within the simple K-means framework to solve the consensus clustering problem. Moreover, ECC largely benefits from the entropy-based utility function, which has been shown to deliver high performance partition with fast convergence (Liu et al., 2015a).

Consequently, the complex consensus clustering can be exactly mapped into a classic K-means clustering with a modified distance function, which has roughly linear time complexity and its convergence can also be guaranteed as well. The exactness of the mapping can be rigorously proved (see Supplementary Materials Section IA for details). This mapping makes ECC very practical for large-scale molecular data analysis. Indeed only \( r \) elements are non-zero entries in each row of \( B_i \), thus the positions for these non-zero elements are needed, which leads the time complexity from \( O(Kn \sum_{i=1}^{r} K_i) \) to \( O(Krn) \), where \( K \) is the number of iterations.

### 2.5 Handling missing values

Missing values are quite common in practice due to data collection or device failure, especially for the pan-omics data of a large population (in computer science, this kind of data is called multi-view). Typically there are two ways to handle those missing values. One is to just remove the instances (i.e., subjects) that have missing values in any single molecular data type (or any single view). Apparently, this is of great waste because those instances (subjects) might have values for many other views (molecular data types). The other way is to replace these missing values by default or average values. This would harm the original data structure and degrade the clustering performance. We can naturally resolve this issue within the framework of ECC. In particular, we consider that those missing values, which lead to missing labels in the basic partitions, do not provide any utility for the consensus fusion. If a basic partition has missing labels, we call it an incomplete basic partition (IBP). For IBP, we directly denote \( b_{ij}^{(o)} \) as an all-zero vector, which will not be involved in the distance calculation and centroid update. The following is the distance function for IBP:

\[
f(b_i, m_k) = \sum_{o=1}^{r} I_{\pi_o} (i) D(b_{io}^{(o)} || m_k^{(o)})
\]

where \( I_{\pi_o} (i) \) is the judgment function, which returns 1 with satisfied conviction and returns 0 otherwise. And \( m_k = (m_k^{(1)}, \ldots, m_k^{(n)}) \) with

\[
m_k^{(o)} = \frac{\sum_{o \in C_k} b_{io}^{(o)}}{|C_k \cap \pi(k)|}
\]

### 3 Results

#### 3.1 Datasets

In this work, we use 110 synthetic datasets to systematically evaluate the performance of ECC. The 110 synthetic datasets are generated by a well-established dynamical gene regulation model (Schaffer et al., 2011):

\[
\frac{dx_{i,\text{mRNA}}(t)}{dt} = m_i \cdot f_i(y) - x_{i,\text{mRNA}} \cdot x_i
\]

\[
\frac{dx_{i,\text{protein}}(t)}{dt} = r_i \cdot x_i - x_{i,\text{protein}} \cdot y_i
\]

where \( m_i \) is the maximum transcription rate, \( r_i \) is the translation rate, \( x_{i,\text{mRNA}} \) and \( x_{i,\text{protein}} \) are the mRNA and protein degradation rates, \( x \in \mathbb{R}^n \) and \( y \in \mathbb{R}^s \) are vectors of mRNA and protein concentration levels, respectively. \( f_i(\cdot) \) computes the relative activation of gene. The topology of the gene regulatory network is encoded in the activation functions.

Among the 110 synthetic datasets, 55 of them are based on an Erdős–Rényi random network of 500 genes, and the other 55 are based on a real human transcriptional regulation network of 2,723 genes (Chang et al., 2005). Each dataset contains 200 subjects divided evenly into four subtypes (clusters). To simulate gene expression data for different subtypes (clusters), we assume that each subtype is characterized by a specific set of knocked-out genes. A more detailed description of the synthetic data generation can be found in Supplementary Materials Section IA.

Besides the 110 synthetic datasets, 35 widely used cancer gene expression benchmark datasets (de Souto et al., 2008) are employed to test the cluster validity of ECC. Also, 13 cancer types with four molecular data types from TCGA with survival information are...
used for practical evaluation of ECC (Supplementary Tables S3 and S4).

3.2 Competitive methods

To demonstrate the advantages of ECC in terms of effectiveness and efficiency, we compared the performance of ECC with five traditional clustering methods: Agglomerative Hierarchical Clustering with Average-Linkage (AL), Single-Linkage (SL) and Complete-Linkage (CL), K-means Clustering (KM) and Spectral Clustering (SC); and two state-of-the-art consensus clustering methods: the Link-based Cluster Ensemble (LCE) (lam-on et al., 2010) and Approximate SimRank-based (ASRS) methods (Galdi et al., 2014).

3.3 Evaluation metrics

Since the true labels for synthetic and benchmark datasets are available, we apply external measurements to objectively evaluate the performance of different clustering algorithms. Although there are many external measurements, some of them are biased. According to Wu et al. (2009), two normalized external metrics, NMI and $R_n$ are chosen for proper evaluation of clustering performance. Both can easily be calculated from the contingency table.

Normalized Mutual Information (NMI), measures the mutual information between result cluster labels and ground truth labels, followed by a normalization operation to assure NMI ranges from 0 to 1. Mathematically, it is defined as:

$$NMI = \frac{\sum_{i,j} n_{i,j} \log \frac{n_{i,j}}{n_i n_j}}{\sqrt{(\sum_{i} n_i \log \frac{n_i}{n}) (\sum_{j} n_j \log \frac{n_j}{n})}}.$$  \hfill (10)

Normalized Rand Index, denoted as $R_n$, measures the similarity between two partitions in a statistical way, which is defined as:

$$R_n = \frac{\sum_{i,j} \left(n_{i,j}^2\right) - \sum_{i} \left(n_{i,j}\right)^2 / 2 - \sum_{j} \left(n_{i,j}\right)^2 / 2 + \sum_{i,j} n_{i,j}^2 / 2}{\sum_{i} \left(n_{i,j}\right)^2 / 2 + \sum_{j} \left(n_{i,j}\right)^2 / 2 - \sum_{i,j} n_{i,j}^2 / 2}.$$  \hfill (11)

Note that both NMI and $R_n$ are positive measurements, i.e. a better partition has a larger NMI or $R_n$ value. Although $R_n$ is normalized, it can still be negative, which means that the partition is even worse than random label assignment.

To compare the overall performance of those clustering algorithms over the 35 benchmark cancer expression datasets, we propose an average performance score as follows:

$$Avg(A_i) = \frac{1}{d} \sum_{i=1}^{d} \frac{V(D_i, A_i)}{\max V(D_i, A_i)}.$$  \hfill (12)

where $V(D_i, A_i)$ denotes the performance (i.e., $R_n$ or NMI) of Algorithm $A_i$ on dataset $D_i$ and $d$ is the total number of benchmark datasets.

3.4 Evaluation on synthetic data

We first applied all those clustering methods to synthetic gene expression datasets with built-in cluster structure (see Supplementary Materials Section II) (Schaffter et al., 2011). We found that ECC generally outperforms other methods in terms of its robustness against noise (see Supplementary Materials Section IV.A).

3.5 Evaluation on benchmark cancer gene expression data

We then evaluated ECC and other clustering methods on 35 widely used benchmark cancer gene expression datasets (de Souto et al., 2008) (Supplementary Materials Section III.A). The detailed description of the 35 datasets was provided in Supplementary Table S3. Figure 2A shows the clustering performance of different algorithms measured by NMI. Similar results were obtained for $R_n$ see Supplementary Materials Section IV. We found that for most datasets, the three consensus clustering methods (LCE, ASRS and ECC) are superior to the five traditional clustering methods. Moreover, our ECC method achieves promising results on several datasets by a large margin, such as Armstrong-2002-v2, Yeoh-2001-v1, Chowdary-2006 and Golub-1999-v1. Although LCE and ASRS yield reasonable performance on several datasets, they suffer from low robustness. For example, ASRS achieves 100 accuracy on Nutt-2003-v3, but it yields even worse results than that of random assignment on Chen-2002. We emphasize that, for unsupervised tasks, robustness is much more important than performance in practice when dealing with highly heterogeneous molecular data types (such as mRNA expression). Different from LCE and ASRS, ECC fuses the basic partitions in a utility way, which ensures highly meaningful interpretations with high stability for the final consensus partition.

To compare the overall performance of those clustering methods over the 35 benchmark datasets, we employed the $Avg(A_i)$ in Equation (12) for evaluation, finding that ECC revealed significant advantages over all other methods in terms of average performance score.

We noticed that there are four specific datasets (Gordon-2002, Khan-2001, Ramaswamy-2001 and Shippp-2002) for which all clustering methods yield very poor performance, most likely due to the presence of irrelevant or noisy features. We pointed that this difficulty cannot be easily resolved by any existing clustering methods. Yet, it can be alleviated by a complementary basic partition generation strategy of RPS, i.e. the Random Feature Selection (RFS) strategy, within the framework of ECC. To achieve that, we generated different sub-datasets by randomly selecting certain percentage of features (e.g. mRNAs) and then applied traditional clustering (e.g. K-means) to those sub-datasets to obtain basic partitions. Indeed, we found that for these four datasets, the performance of RFS exceeds RPS with all sampling ratios. This indicates that RFS helps us avoid noisy and irrelevant mRNA expressions (see Supplementary Materials Section IV for details).

Moreover, we also evaluated the robustness of ECC with missing treatments. By removing the labels in the basic partitions with different ratios, we found that ECC delivers high-quality partitions even with high missing ratios (see Supplementary Materials Section IV for details). It indicates that ECC is of good robustness and a suitable candidate for incomplete multi-view data analysis (Section 3.6).

In addition, ECC has tremendous merits in terms of computational cost. Figure 2B shows the execution time (in logarithmic scale) of the three consensus clustering methods (LCE, ASRS and ECC). The time complexity of ECC is $O(InKn)$, where $I$ is the number of iterations, $n$ is the number of subjects, $K$ is the number of clusters and $r$ is the number of basic partitions. The space complexity of ECC is $O(nr)$. For LCE and ASRS, the space complexities are both $O(n^2)$; and the time complexities are $O(n^2 \log n)$ and $O(n^2)$, respectively. Naturally, ECC is more suitable for high-throughput molecular data analysis. For example, on Yeoh-2002-v1, ECC is 115 times and 1,600 times faster than LCE and ASRS, respectively.
3.6 Translational application of ECC

The availability of massive and various molecular data types generated from large-scale and well-characterized cohorts across multiple cancer types provides an unprecedented opportunity for patient stratification. Here we demonstrated the translational applications of ECC based on 13 major cancer types from TCGA project with sufficient sample size and clinical profiles for four molecular data types: mRNA expression (RNA-seq V2), microRNA (miRNA) expression, protein expression, and somatic copy number alterations (SCNAs), as shown in Supplementary Table S4. For fair comparison, we collected well-established clinical subtypes from previous studies and hence empirically determined the number of clusters for the 13 TCGA cancer types. Then we applied survival analysis to evaluate the performance of different clustering methods in terms of $-\log_{10} P$ with $P$ the log-rank test $P$-value. Here we employ survival analysis to evaluate clustering methods for real-world data that have no label information, because we expect that subjects in different clusters will have different survival distributions. The log-rank test is to compare the survival distributions of two or more groups, which determines if the observed number of events in each group is significantly different from the expected number (Supplementary Materials Section V and Tables S8–S11).

For each molecular data type (Protein, miRNA, mRNA and SCNA), we calculated the clustering performance of ECC against other clustering methods across the 13 TCGA cancer types. We found that ECC outperformed other methods (in terms of the number of significant survival analysis results across the 13 TCGA cancer types, as highlighted in dotted red rectangles in Fig. 3A–D) for any single molecular data type.

![Fig. 2. The performance of ECC on 35 benchmark cancer gene expression datasets. (A) The performance of different clustering methods five traditional clustering methods: Agglomerative Hierarchical Clustering with Average-Linkage (AL), Single-Linkage (SL) and Complete-Linkage (CL), K-means Clustering (KM) and Spectral Clustering (SC) and two state-of-the-art consensus clustering methods: the Link-based Cluster Ensemble (LCE) and Approximate SimRank-based (ASRS) methods. The performance is measured by the Normalized Mutual Information (NMI). (B) The execution time (in logarithmic scale) of different consensus clustering methods as a function of the number of instances or the number of clusters](https://academic.oup.com/bioinformatics/article/33/17/2691/3089941)

![Fig. 3. Performance of seven different clustering methods on four molecular data types across 13 major cancer types from TCGA. Heatmaps show the survival analysis for 13 major cancer types using seven different clustering methods based on four molecular data types: (A) protein expression (protein), (B) microRNA expression (miRNA), (C) mRNA expression (mRNA) and (D) somatic copy number alterations (SCNA), respectively. We use the $-\log(P)$ to draw the heatmap and elements with dotted red rectangles have $P < 0.05$. (E) This plot displays for each clustering method the times that it passes the significant tests of survival analysis, i.e. the number of dotted red rectangles in (A–D), over the 13 cancer types and the four different molecular data types (Color version of this figure is available at Bioinformatics online.)](https://academic.oup.com/bioinformatics/article/33/17/2691/3089941)
Table 2. Performance of ECC on four molecular data types and its integration across 13 major cancer types from TCGA

<table>
<thead>
<tr>
<th>Cancer</th>
<th>Protein</th>
<th>mRNA</th>
<th>mRNAC</th>
<th>SCNA</th>
<th>Integration</th>
</tr>
</thead>
<tbody>
<tr>
<td>BLCA</td>
<td>0.0212</td>
<td>0.0124</td>
<td>0.0187</td>
<td>0.1910</td>
<td>0.0027</td>
</tr>
<tr>
<td>BRCA</td>
<td>0.0313</td>
<td>6.4E−08</td>
<td>0.0011</td>
<td>0.0375</td>
<td>0.0131</td>
</tr>
<tr>
<td>COAD</td>
<td>3.3E−09</td>
<td>5.9E−04</td>
<td>7.8E−04</td>
<td>0.2340</td>
<td>8.7E−06</td>
</tr>
<tr>
<td>HNSC</td>
<td>0.1820</td>
<td>0.0090</td>
<td>0.1160</td>
<td>0.3800</td>
<td>0.0323</td>
</tr>
<tr>
<td>KIRC</td>
<td>0.0313</td>
<td>0.0223</td>
<td>0.0314</td>
<td>0.1730</td>
<td>9.8E−04</td>
</tr>
<tr>
<td>LGG</td>
<td>0.0016</td>
<td>0.0751</td>
<td>0.0039</td>
<td>0.4130</td>
<td>0.0119</td>
</tr>
<tr>
<td>LUAD</td>
<td>0.0245</td>
<td>0.0028</td>
<td>0.0028</td>
<td>0.0067</td>
<td>2.9E−05</td>
</tr>
<tr>
<td>LUSC</td>
<td>0.1980</td>
<td>0.0442</td>
<td>0.0258</td>
<td>0.0425</td>
<td>0.0393</td>
</tr>
<tr>
<td>OV</td>
<td>0.0021</td>
<td>0.0375</td>
<td>0.2210</td>
<td>0.0359</td>
<td>8.0E−04</td>
</tr>
<tr>
<td>PRAD</td>
<td>0.0020</td>
<td>0.1840</td>
<td>8.6E−06</td>
<td>7.3E−04</td>
<td>5.7E−04</td>
</tr>
<tr>
<td>SKCM</td>
<td>0.0035</td>
<td>0.0076</td>
<td>3.9E−06</td>
<td>0.0491</td>
<td>0.0131</td>
</tr>
<tr>
<td>THCA</td>
<td>0.0138</td>
<td>3.8E−04</td>
<td>0.0024</td>
<td>0.1080</td>
<td>0.0035</td>
</tr>
<tr>
<td>UCEC</td>
<td>0.1310</td>
<td>0.2680</td>
<td>0.1240</td>
<td>0.1260</td>
<td>0.0043</td>
</tr>
</tbody>
</table>

Note: The performance is quantified by the log-rank test P-value of the survival analysis over the identified clusters (cancer subtypes). We highlight P < 0.05 in bold. With the integration of the four molecular data types, i.e. the pan-omics, ECC yields clusters that pass the significant test for all the 13 cancer types.

Table 2 shows the performance of ECC on four molecular data types and its integration across 13 major cancer types from TCGA. By integrating the four different molecular data types, ECC generated significant clusters (cancer subtypes) for all the 13 TCGA cancer types (P < 0.05, log-rank test, see Supplementary Table S12). Note that traditional clustering methods and existing consensus clustering methods cannot easily integrate multiple molecular data types, due to the presence of missing values for certain molecular data type of certain subjects. Yet, ECC can naturally resolve this issue by utility fusion, where missing values in basic partition provide no utility for the final fusion (Supplementary Fig. S9). Moreover, by integrating multiple molecular data types, ECC is effectively more robust to noise present in the data (partially because it has more data types to generate basic partitions). For example, in the case of uterine corpus endometrial carcinoma (UCEC), using any of the four molecular data types, ECC cannot yield significant clusters (Fig. 4A). Yet, by integrating multiple molecular data types (pan-omics), ECC yielded four significant clusters (Fig. 4B) with distinct patient survival curves (P = 0.0043, Fig. 4C); while using any single molecular data type the clusters generated by ECC do not pass the significance test of survival analysis (P > 0.05, Supplementary Tables S8–S11). In addition, subtypes identified by ECC via integrating four molecular data types were closely associated with the clinical subtypes on a histological basis in UCEC (Fig. 4D). For instance, subtype 2 with most aggressive uterine tumor shows poor survival than subtype 1 with the less aggressive uterine tumors. Similar trends are also observed in ovarian serous cystadenocarcinoma (OV, P = 7.79 × 10^−4) and prostate adenocarcinoma (PRAD, P = 5.27 × 10^−4).

4 Discussion

In sum, we showed that ECC owns significant advantages in terms of cluster validity, execution time and space complexity and robustness compared with other clustering methods in patient stratification. We demonstrated that ECC with RFS strategy can alleviate the detriment effect of irrelevant and noisy features. Moreover, ECC displays superior performance on the pan-omics data by integrating multiple molecular data types than that of single molecular data type. We anticipated that integrating more types of both molecular and clinical data, such as somatic mutations, DNA methylation, functional genomic data generated from CRISPR/Cas9 (Cong et al., 2013), proteogenomics (Zhang et al., 2014), radiomics(Aerts et al., 2014) and electronic medical records (Denny et al., 2013), will further improve patient stratification. Altogether, our ECC method paves the way to a much more refined representation and understanding of various molecular data types, facilitating the development of precision medicine.

Acknowledgement

We thank Rulla Tamimi and Edwin Silverman for valuable discussions.

Funding

John Templeton Foundation (Award number 51977); National Academy of Sciences-Granger Foundation Frontiers of Engineering Award (2000006959).

Conflict of Interest: none declared.

References


