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			             Letter from the Editor					   
			 
						    
To our readers,

It gives me great pleasure and pride to reveal this new edition of EconPress. Many hands 
and minds contributed to this journal, and many acknowledgements will be made in this 
letter. However, I will begin with a quick word on the papers that follow.

We approached our submission reviews this semester with a hope of expanding our target 
reader audience. Our goal was to show how economic analysis is applicable to a wide 
range of subjects and is relevant to all walks of life. Within these pages you will find 
analyses on subjects ranging from minimum wage increases to aggression in professional 
football. We hope that all of our readers will find topics here that interest and intrigue 
them. And, while the subjects covered in this journal are diverse, all of the papers are 
united by their adherence to economic principles and the strong quality of their analysis, 
as per EconPress’ high standards.

This journal could not have come together without the contributions of many individuals. 
First, I would like to thank all of the authors who submitted their papers for review. We 
received many high-caliber submissions, and whittling those down to the four we present 
here was no easy task.

I would also like to thank our advisers, Dr. Nancy J. Kimelman and Dr. Peter Simon, for 
their guidance throughout the last semester, as well as the entire Northeastern Economics 
Department for all of their support. Our team is also deeply indebted to Mr. Edward J. 
Meehan, who has supported EconPress in many ways over the last several years.

I had the privilege of working with an incredibly hard-working and fun team for this 
journal. Anne-Lise, Ben, Cayla, Celene, Chaitri, Dan, Lauren, Sean and Vinny, all of your 
contributions were singularly crucial to our successes this semester, and this journal could 
not have happened without each and every one of you. I also want to thank Alexa Nguyen 
for her excellent design work, and the entire staff at Smith Print for all of their help.

Lastly, I want to acknowledge you, the readers. All of the work we’ve put in has culmi-
nated with this journal, and we thank you sincerely for taking the time to read it.

Best,

Sohan Shah
Edior-in-Chief
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Energy Use in 
Manufacturing: 

Evidence from the U.S. 
Economic Census

Stephen Ngo
Northeastern University
 					   
	

Introduction

	 Over the past few decades of 
development, clear examples of advances 
in energy efficiency can be seen throughout 
developed economies. In the aviation industry, 
fuel burn per seat has declined by more than 
80% since the late 1950s (World Bank 17). 
Given that fuel costs form a large proportion 
of the variable cost of air travel, airlines and 
other firms in this sector have a strong incentive 
to invest in more fuel-efficient fleets. The 
preference of airlines for more fuel-efficient 
aircraft, in turn, encourages manufacturers 
like Airbus and Boeing to expend vast 
resources in the development of more 
fuel-efficient technologies. Improvements 
in the availability and utilization of such 
technologies allow aviation firms to generate 
higher levels of value for consumers using less 
fuel.
	
	 If airlines can be incentivized to 
adopt more fuel-efficient behaviors through 
the possibility of lower variable cost, then 
manufacturing firms ought to be similarly 
encouraged to make more energy-efficient 
capital purchases. Improvements in the energy 
efficiency of aircraft may also be mirrored by 
increased energy efficiencies in the capital 
equipment of manufacturers, for whom 

electricity and fuel costs are often important 
components.
	
	 As with airlines, manufacturers 
are incentivized to take steps to reduce 
their marginal fuel costs, most notably by 
purchasing more energy-efficient production 
machinery in place of less technologically 
advanced, more energy-intensive alternatives. 
These shifts in the deployment of capital 
assets push manufacturers’ marginal energy 
costs downwards over time. As a result, every 
unit of energy expended in the creation of 
economic value should become observably 
more productive over time (all else equal).
	
	 How might one measure this sector-
level productivity of energy? The United 
States Census Bureau’s Economic Census 
gives sector-specific estimates, in dollar 
terms, of the fuel and energy expenditures of 
manufacturers within each state, in addition to 
“value added” as a measure of the cumulative 
value generation of the manufacturing sector 
in each state. Assuming (a) that contemporary 
technology can only either become more 
productive, or maintain productive parity, 
and (b) that technological development is 
the driving force behind the productivity 
of an input, the aggregate national ratio of 
value added to total expenditures on energy 
(electricity + fuel) should rise over time.

	 Two inferences can be made from 
Figure 1, which describes the Value Added 
to Energy Expenditure ratio for the four 
Economic Censuses conducted since 1997 
(the regression model described later was 
applied to this data set). The first is that the 
distribution of the ratio is not symmetrical. 
In all years, the median state was more 
energy-efficient than the nation as a whole, 

implying that more than half the states were 
more efficient than the 48 contiguous states 
combined. One might reasonably infer that 
conditions in some subset of the states with 
more manufacturing activity are such that 
these states skew the national ratio below that 
of the median state.

	 The second inference is that the 
ratio is clearly not increasing over this small 
window of time; rather, it exhibits an overall 
decline since 1997, with a particularly strong 
temporary drop seen for the year 2007.

	 This initial cut of Economic Census 
data does not lend much credence to tech-
nological energy efficiency hypothesis. Yet it 
does hint at the importance of other factors 
that may impact the energy efficiency of firms, 
particularly if this efficiency is measured using 
metrics that are denoted in financial terms.	

	 Value added, for instance, is “also 
referred to as gross domestic product (GDP)-
by-industry” (BEA). It is a building block of 
national GDP, which can be interpreted both 
as a signal of aggregate sector productivity, 
and of overall macroeconomic conditions. 
The value added of a single sector, then, can 
also be swayed by conditions in the wider 
market (though sector-specific trends may 
cause deviation from GDP).

	 Energy expenditures, of course, are 
immensely affected by shifting commodity 
and utility prices. Over the span of a single 
year, they can also be swayed by the arrival 
of a particularly harsh winter or summer, 
which drive up heating and cooling costs, 
respectively.

	 A more robust method of 
extrapolating the effective energy efficiency of 
manufacturing technology should control for 
such factors.

Figure 1
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	 To calculate this unit productivity 
of energy – and thus changes in production 
energy efficiency – this paper examines the 
validity of an original regression model that 
seeks to approximate the economic impact 
of shifting technical knowledge, processes, 
and more advanced capital goods on the 
ability of manufacturing firms to extract 
higher levels of “value added” from energy 
usage in the production process. The impacts 
of short-term energy costs, the severity of 
annual climate patterns, market wages, the 
domestic macroeconomic environment, 
and the liberalization of global trade are 
considered in an observation of energy usage 
and manufacturing productivity within the 
United States over time.

Literature Review

	 A variety of previous studies have 
attempted to pinpoint factors contributing 
to changes in industrial energy efficiency, 
and attempted to measure the effects of these 
factors on observed energy usage.

	 Previous researchers have compared 
energy efficiency regulations enacted by 
governments, and attempted to measure the 
effect of these public policies on efficiency 
outcomes. An analysis of state-level building 
codes in the United States (Scott et al, 2014) 
shows that an economic model may make 
use of regulations specific to energy, as well 
as regulations specific to pollution (carbon 
dioxide emissions, for example) as indicators 
of the zeal of regulators in a given geographic 
area in enforcing environmental outcomes. 
While this analysis did not yield robust results 
from a model predicting the effects of such 
regulatory activity, the authors constructed 
their model in order to test the feasibility of 

their conceptual mode of analysis, and not 
to prove the statistical significance of the 
estimated effect of their independent variables 
on energy consumption and pollution results.

	 Far more robust models of energy 
consumption and efficiency in the industrial 
production process have been constructed. 
One study attempted to measure the effects 
of changes in quantity demanded of energy in 
the short run, and long run changes in firms’ 
capital stocks on total energy consumption 
in the manufacturing industries of developed 
nations (Steinbuks and Neuhoff, 2014). 
Hypothesizing that firms cannot completely 
adjust their available equipment for energy 
costs in the short run, and also do so in the 
long run by gradually shifting their capital 
structure towards more energy efficient 
technologies, the study introduced estimates 
of “capital vintages,” or measures of the age 
of a piece of capital, into their analysis. The 
authors found evidence of both short run 
“price-induced and (long run) improvements 
in the efficiency of capital stock.”

	 While the authors made a great 
achievement in their estimation of the ability 
of firm managers to react to changing energy 
prices through deployment of capital, and 
is a robust estimator of industrial energy 
consumption as a result, their model is not 
effective at analyzing the energy efficiency of 
their methods in utilizing capital and energy. 
As the goal of production is to produce a 
profit stream for the firm, the productivity of 
the firm’s deployment of capital in producing 
a revenue or profits must also be considered. 
A capital stock may be considered energy 
efficient even if it utilizes large volumes of 
energy, provided that it also outputs large 
amounts of value for its owner; in contrast, 

a production process that utilizes a small 
amount of energy in absolute terms may 
be energy inefficient if it is not productive. 
A sufficient model of energy efficiency in 
the production process, then, must at least 
contain an indicator of productivity.

	 Another study, which did not take 
into account “capital vintage” but did analyze 
total industrial productivity, made the next 
great stride towards a comprehensive model 
of industrial energy efficiency (Zhao et al., 
2014). This study attempted to utilize data 
on industrial production and energy use in 
the Chinese and Japanese manufacturing 
industries in order to separate changes in energy 
efficiency into three categories. The first, the 
production effect, refers to the tendency of 
total energy consumption to increase when 
the overall volume of industrial production 
increases; the second, the efficiency effect, 
refers to the share of industrial production 
value that goes to payments on energy; the 
last, the structural effect, refers to changes in 
the mix of industrial sub-sectors within
the aggregate industrial sector, which might 
be an indicator of redeployments of resources, 
or simply a shift in the mix of production 
processes observed within the larger industrial 
sector.

	 This analysis of industrial energy effi-
ciency is incredibly comprehensive, provided 
that regulations, macroeconomic conditions 
independent of the industrial sector, energy 
prices, weather, and the share of the larger 
economy involved in import and export ac-
tivity remain fixed. Absent an accounting of 
these factors, estimators for the effect of these 
changes in production techniques and indus-
trial organization may be distorted. As a re-
sult, a truly comprehensive model of energy 

efficiency ought to control for these impor-
tant conditions.

Model

	 The regression model described in 
this paper uses the predicted ratio of “value 
added” to energy expenditures reported by 
U.S. manufacturers to represent the produc-
tion energy efficiency of technology in a given 
year. Independent of short-run trends that 
may impact either the numerator (value add-
ed) or denominator (energy expenditures) of 
the ratio, an increase in this measure should 
reflect higher energy productivity resulting 
from better availability and utilization of 
energy-efficient manufacturing technology; a 
decrease should reflect lower energy produc-
tivity, resulting from less utilization of energy-
efficient manufacturing technology.

	 This ratio was calculated using es-
timates of value added and energy and fuel 
expenses given by the U.S. Census Bureau’s 
Economic Census. The Census is given every 
five years, and records various estimates of 
business activity at both the state and metro-
politan levels for various sectors. To ensure the 
most comprehensive representation of cross-
sectional U.S. data, state-level value added to 
energy expenditure ratios for each year were 
used; all independent variables used in the re-
gression represent state-level estimates for the 
given year.

	 The regression model outlined in this 
paper takes the form of the below equation 
and variables:
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Rit represents the ratio of “Value added” to 
cumulative electricity and fuel ex-
penses, based on estimates of value 
added and energy expenses given by 
the Economic Census conducted by 
the U.S. Census Bureau every five 
years. This ratio is used as a measure 
of returns on energy inputs, holding 
other conditions constant; increases 
in the value of this value indicate 
higher productivity within the in-
dustrial process per dollar of energy 
input.

Vit represents the total value added of the 
state’s manufacturing sector, using 
the same estimate from the Economic 
Census that was used to calculate the 
dependent variable. It is adjusted for 
inflation using the annual implicit 
GDP Deflator provided by the 
Federal Reserve Bank of St. Louis. 
States with large manufacturing 
sectors may enjoy economies of scale 
in production, independent of energy 
costs and other variables.

eit represents the inflation-adjusted statewide 
average price of electricity for 
industrial production in the given 
year, based on nominal averages 
provided by the Energy Information 
Administration. Prices are expressed 
in dollars per British Thermal Unit 
(BTU). 

fit represents the inflation-adjusted statewide 
average price of distillate fuel oil – 
from which diesel oil is produced – 
for industrial production in the given 
year, based on nominal averages 
provided by the Energy Information 
Administration and adjusted for 

inflation using the annual implicit 
GDP Deflator provided by the 
Federal Reserve Bank of St. Louis. 
Prices are expressed in dollars per 
British Thermal Unit (BTU).

Lit represents the inflation-adjusted average 
annual pay for workers in the state’s 
private manufacturing industry, 
as estimated by the Bureau of 
Labor Statistics’ Quarterly Census 
of Employment and Wages. It is 
denoted in thousands of 2012 
U.S. Dollars. Given that labor, like 
energy, is also a major component 
of a manufacturing firm’s variable 
cost, it is likely to play a role in the 
firm’s capital asset purchase decisions. 
However, it is unclear what the effect 
of higher market wages may have. 
Higher wages for unskilled workers 
may incentivize firms to switch to 
more capital-intensive production 
processes; on the other hand, higher 
wages may be an indicator of higher 
demand for skilled labor, which often 
results from more usage of capital-
intensive production. Since this 
model utilizes labor cost mostly as a 
control variable, estimation using an 
exponential function should account 
for this phenomenon.

Yit represents the pace of statewide real GDP 
growth in the given year, as estimated 
by the latest revised statistic from 
the Bureau of Economic Analysis. 
Though trade between states 
represents the majority of most firms’ 
demand such that strong demand 
outside of the state is a larger factor 
than the economic health and growth 

conditions of a firm’s home state itself, 
the home state’s rate of GDP growth 
is the most accurate indicator of the 
confidence in market conditions held 
by firms within the state.

Xit represents the share of exports as a 
percentage of state GDP in the 
given year, as estimated using export 
figures from the International 
Trade Administration and nominal 
GDP estimates from the Bureau of 
Economic Analysis. Trade share, the 
sum of an economy’s exports and 
imports, is an effective indicator of 
that economy’s openness to trade. 
But it does not communicate the 
extent to which demand for the 
industrial base’s goods is affected 
by the severity of exposure to 
international communication. The 
similarity of two countries’ trade 
shares may obscure that one economy 
is running a trade surplus, and the 
other a trade deficit. In contrast, the 
export or import share of GDP may 
indicate both the openness of an 
economy to international trade, and 
the competitiveness of its industry. 
However, a lack of readily accessible 
historical data on imports (this is also 
granular at the state level) constrained 
this model to estimates of nominal 
export trade share.

Hit represents the population-weighted 
average number of Heating Degree 
Days (HDD) experienced by the state 
over the year, denoted in thousands. 
HDD is a measurement of the 
energy needed to heat a building to a 
comfortable temperature during cold 

weather, as estimated by the National 
Weather Service.

Cit represents the population-weighted 
average number of Cooling Degree 
Days (CDD) experienced by the state 
over the year, denoted in thousands. 
CDD is a measurement of the 
energy needed to cool a building to a 
comfortable temperature during hot 
weather, as estimated by the National 
Weather Service.

T2002i represents the difference between the 
estimated regression intercepts for 
1997 and 2002. 

T2007i represents the difference between the 
estimated regression intercepts for 
1997 and 2007. 

T2012i represents the difference between the 
estimated regression intercepts for 
1997 and 2012.

Estimation

	 Each of the independent variables 
represents the impact of a short-run factor 
on the observed energy efficiency of a 
state’s manufacturing sector. Expression 
of the impact of factors driving long-run 
manufacturing energy efficiency, independent 
of these short-run factors – like technological 
development – should be contained in each 
year’s unique regression intercept. Evidence 
of advances in technological efficiency (in 
addition to other omitted variables) should 
be contained in the intercept, and the binary 
variables for the years 2002, 2007, and 2012.

	 Note that due to a lack of Manufac-
turing-specific wage data for the state at the 
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given year, the data point for Wyoming in 
2002 was not included in the regression de-
scribed in this paper. All other figures were 
formed using calculations that included Wyo-
ming.

Discussion

	 After controlling for the variables 
described, an initial examination of the 
coefficients on the binary variables for the 
years after 1997 shows that the baseline Value 
Added to Energy Expenditure ratio for U.S. 
manufacturing have declined since 1997. 
Assuming the stability of real distillate fuel 
prices, real sector wages, GDP growth, and 
international trade conditions, the regression 
estimates that states’ ratios declined by 2.237 

from the year 1997 to 2002, and dropped by 
an additional 20.5688 by 2007. However, a 
small recovery of 0.8205 was observed in the 
ratio predicted by the regression.

	 While the coefficients on these binary 
variables are not statistically significant, it 
is reasonable to interpret these, as the data 
are representative of all 48 contiguous U.S. 
states in every year except 2002, in which 
only Wyoming was omitted. The regression 
results, then, can be treated as indicative of 
correlation within a population, and not a 
sample of that population.

	 The finding of lower expected 
ratios raises questions concerning what may 
be causing heavier usage of energy in the 

Variable Coefficient Standard Error

Constant -112.6981*** 32.4198
Natural Log of Total Value Added ($1,000,000s) 1.3654* 0.8009
Natural Log of Price of Electricity ($ per BTU) 5.2041* 2.9228
Natural Log of Price of Distillate Oil ($ per BTU) 17.8995 14.8067
Natural Log of Average Annual Pay ($1,000s) 22.4989*** 6.2526
% GDP Change 0.9892** 0.3018
Export Share of GDP -0.9073*** 0.2135
Natural Log of Cooling Degree Days (1,000s) 1.1698 1.6884
Natural Log of Heating Degree Days (1,000s) 1.7664 2.4458
2002 Intercept Differential -2.2370 2.4071
2007 Intercept Differential -22.8058 14.3903
2012 Intercept Differential -21.9853 18.2113
R Square 0.3314

Table 1

￼
Significance measures:
	 * Significant at 10% Level
	 ** Significant at 5% Level 
	 *** Significant at 1% Level

domestic manufacturing sector, and whether 
such omitted variables are impacting the 
intercepts, or any of the other independent 
variables.

Lagged Effects of Market Indicators

	 It is no secret that U.S. manufacturing 
has suffered as a result of increasing global 
trade. As transportation costs and other 
barriers to overseas competitors have eroded, 
domestic manufacturers have responded 
by offshoring production, improving the 
efficiency of existing production, or exiting 
the domestic market. This effect can clearly 
be seen in the decline of manufacturing as 
a proportion of U.S. GDP, relative to the 
momentum of U.S. imports of goods.

	 The volume of the United States’ 
imports is very well correlated with the 
volume of its exports. And, the volume of U.S. 
imports has been much larger than the volume 

of exports for many years. If a higher volume 
of imported goods indicates better availability 
of cheap manufactures for U.S. consumers 
and lower market prices for domestically 
made goods, thereby decreasing the value 
added per unit for domestic manufacturers 
– then higher volumes of exported goods are 
indicative of the same effect.

	 The effect of increasing international 
trade would be contained in the coefficient 
for export trade share in any regression model 
that controlled for exports, but not imports. 
That is certainly the case for this regression 
model, which predicts (at a 1% significance) 
that a 1% increase in state exports as a share 
of GDP will result in a reduction of the 
value-energy ratio of 0.9073. This is not an 
insignificant effect: an increase in the export 
share of GDP of about 3%, as was seen for 
the nation from 2002 to 2012, would yield 
an expected dip in the ratio of 2.7219.

Figure 2
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	 However, the issue with the use 
of point-in-time export trade share in this 
regression model is that it assumes such trade 
activity only affects economic outcomes for 
the manufacturing sector in the same period. 
Trade activity in previous years is said to have 
had no bearing on the financial wellbeing of 
manufacturing firms, nor on the expectations 
of future market conditions of firm managers 
and investors. The extent of international 
competition in a given year only affects the 
value generated by production activity in the 
same year, regardless of whether competition 
was more or less intense in previous periods.

	 This is obviously a simplistic 
assumption. Modifications to stocks of 
operating capital equipment and similar 
decisions take place over the span of months 
or years. The outcomes of production 
decisions observed now are the result of a 
series of production choices in that span 
of time. These production choices were 
made not with perfect knowledge of market 
conditions in which their effects would 
become manifest, but with expectations of 
market conditions based on the most relevant 
available information. A perfected regression 
model, then, would seek to correct for the 
lagged effects of previous market conditions, 
in addition to current ones.

	 Market openness to international 
trade (export share of GDP) and domestic 
economic growth (GDP growth) are two 
such measures for which a lagged regression 
model might improve upon the current one.

Specialization in the Domestic 
Labor Market

	 It is well-known that many, if not most 

of the domestic manufacturing activity lost to 
offshoring has been unskilled labor-intensive. 
Much of the remaining manufacturing sector, 
then, is more capital and skills-intensive, and 
may be more difficult to relocate overseas as a 
result. Such manufacturing activity may also 
be difficult to relocate overseas due to a lack 
of expertise in the operation of such capital 
equipment outside of the United States. 
Whatever the degree to which this is true for 
the entire domestic manufacturing sector, it 
is clear that the model could be improved 
by distinguishing the costs of unskilled and 
skilled labor, and the extent to which both are 
being utilized within each state.

	 Specialized workers are often paid 
more than their unskilled counterparts, as 
they possess not only the given skills, but also 
education and experience that was accrued in 
the process of developing such skills. Increasing 
wages for and the increasing representation of 
specialized labor in the manufacturing labor 
force may well be signaled by rising average 
wages in the sector as a whole.

	 Indeed, Feenstra and Hanson (1995) 
“estimate that 15-33% of the increase in 
the relative wage of (skilled) workers in the 
U.S. during the 1980’s is explained by rising 
imports.”

	 The impact of international trade 
on U.S. labor specialization may also have 
worked in parallel with the demands of 
emerging technologies. Berman, Bound, and 
Griliches (1994), for example, have found that 
“biased technological change has (generated) 
increased demand for skilled labor.”

	 Whatever the causes of increasing 
capital-intensity and domestic labor 

specialization are, it is possible that their 
impact on energy efficiency is already exhibited 
in the regression results. The coefficient 
on the natural log of real manufacturing 
wages – statistically significant at a 1% level 
– estimates that a 1% increase in real wages 
corresponds to an increase in the value to 
energy ratio of 0.225. Does this effect result 
from the energy efficiency of production 
processes that utilize more specialized labor, 
or does a generalized increase in market wages 
regardless of specialization force firms to 
maintain their productivity while trimming 
other variable costs? Without a more specific 
analysis, neither hypothesized effect can be 
examined.

Capital Vintage

	 As discussed in Section 2 of this 
paper, Steinbuks and Neuhoff (2014) found 
that manufacturers respond to energy price 

changes by adjusting for current energy 
prices in the short run, and by making 
improvements to the energy efficiency of their 
existing capital stock in the medium to long 
run.

	 While the regression examined in 
this paper does control for the responses of 
manufacturers to current energy prices, it fails 
to capture the impact of past energy prices on 
the decisions manufacturing firms make with 
regards to the maintenance, replacement, and 
updating of existing capital equipment. As 
with the omission of lagged market indicators, 
such a failure on the part of this analysis leads 
to ignorance of the impact of all production 
decisions whose effects are not immediately 
manifest. Given that this omitted effect 
is directly related to the energy efficiency 
of capital, the main vector through which 
improvements in technology are expressed, 
this omission represents a major flaw.

Figure 3
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	 This issue highlights an additional 
dimension of analysis necessary for the 
quantification of the effect of technological 
change. While available contemporary 
production technology can only become 
more advanced and efficient, firms that might 
implement such advances do not necessarily 
do so if such an expense would make them 
less economically viable. The availability of 
improved technology is separate from the 
implementation of these improvements, 
and ought to be quantified separately. An 
estimation of the impact of longer run 
modifications to capital stocks in the regression 
model would allow the implementation effect 
to be reflected in the control variables for this 
impact, and leave the availability effect to be 
reflected in the moving regression intercept.

	 How might changes in capital stocks 
be causing the lower intercept predicted 
by the regression results in Section 4 of this 
paper? As previously discussed, in recent years 
the financial viability of U.S. manufacturing 
firms has come under pressure from the entry 
of foreign competitors into the domestic 
market for manufactured goods. As a result, 
manufacturing sector output as a percentage 
of U.S. GDP has continuously declined over 
the same recent time period.
	
	 In response to decreasing demand 
for U.S. goods and the increasing difficulty 
of maintaining firm liquidity, manufacturers 
may be reducing investment in efficient capi-
tal stocks. This allows manufacturers to hold 
more of the cost of such investment as liquid 
capital, staving off the possibility of bank-
ruptcy. Doing so also allows manufacturers to 
reduce the scale of production through the re-
tirement of older capital equipment, improv-
ing the economic viability of the firm with 

regards to the quantity of goods supplied, in 
light of increasing competition.

	 The aging of capital stocks in the 
manufacturing sector, however, causes 
improvements in the efficiency of available 
production technology to not be utilized 
in production technology. This aging 
may also deplete the efficiency of already-
operating production equipment, as the 
engineering issues associated with the upkeep 
and operation of such equipment mount, 
potentially requiring the consumption 
of higher levels of electricity and fuel in 
performing such activities. These issues 
would surely impact the aggregate ratio of the 
manufacturing sector, and must be addressed 
in a more comprehensive model.

Government Regulations on Energy Usage

	 One major omitted variable in the 
proposed model is the effect of government 
regulations, particularly those on energy 
and the environment. The Environmental 
Protection Agency has put in place many 
federal standards for air particulates, the fuel 
efficiency of vehicles, and greenhouse gases. 
Many states have also put similar standards 
into practice that are even stricter than their 
federal counterparts. This has resulted in a 
diversity of both environmental policy and 
enforcement among the states.

	 Such regulations can clearly have 
an effect on energy expenditures. As 
manufacturers work to ensure that their 
production assets and practices meet 
government requirements, their productivity 
may also suffer, varying based on the severity 
of these requirements. A more complete 
model of energy efficiency would attempt to 

estimate the effects of this regulatory effect.

Conclusion

	 This paper examined the results 
of a regression model, which attempted to 
quantify the impact of various determinants 
of manufacturing energy efficiency within 
U.S. states, most notably the impact of 
advances in efficient production technology. 
The resulting analysis found clear evidence 
of a positive correlation of efficient economic 
value generation with the scale of the 
manufacturing sector within a state, the 
current price of electricity, the current level of 
manufacturing wages, and the GDP growth 
observed in the state in the same time period. 
It also found that states with higher levels of 
exports as a portion of GDP tend to be less 
energy efficient in economic value generation 
activity.

	 However, these results also gave 
unclear evidence of a general decline in the 
energy efficiency of manufacturing technology 
when corrected for these short run factors. 
The weakness of this evidence, and the ability 
of the model to explain only 33.14% of the 
sector energy efficiency variation among the 
states, implied that there were important 
variables missing from the analysis performed 
by the mode.

	 This author speculates that this was 
due to the failure of the model to capture 
the impact of lagged market effects on firm 
performance, structural changes in the capital 
intensity and specialization of domestic 
manufacturing, increases in the vintage of 
capital equipment within the larger sector, 
and government environmental regulations. 
Incorporation of such factors in a future 

study would provide information not only 
on the effects of these determinants, but on 
the impact of the general advancement of 
production technology. If performed properly, 
such a model would also provide robust results 
when applied to other geographic entities or 
points in time.
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Introduction

	 There is a subculture of criminal 
activity, substance abuse, and aggressive 
behavior within the National Football League. 
When a player is found guilty of either off-
field illegal activity or on-field violence, the 
player’s indiscretion is met with a set standard 
of sanctions that are meant to discourage the 
certain behavior, such as a financial fine or 
multiple game suspension. The NFL does 
not explicitly condone such violent conduct, 
but when it comes to winning does having 
these types of players actually end up hurting 
the overall performance of the team? This 
paper explores the specific advantages and 
disadvantages that come from having a team 
with more criminal or violent players; whether 
it ends up stopping the team from winning by 
having to manage the multiple player fines, 
suspensions and arrests or whether it actually 
benefits the team to have more aggressive 
players.
	
	 By looking at the dependent variable 
(the team’s winning percentage of the regular 
season) and evaluating it as a function of the 
regressions’ independent variables, number of 
players with suspensions, with fines, and with 
arrests, and  the points and sacks generated by 
players with with suspensions, with fines, and 

with arrests, I will infer if a relationship exists 
and if it is in fact harmful. I will be looking at 
team-level data for each NFL regular season1  
over a 5-year span, 2007 to 2011. Other 
variables that may have an influence on the 
team’s winning percentage could include 
performance factors such as average points 
scored a game2, average sacks made a game3, as 
well as average age of the players and financial 
factors such as average salary for each team4. 
I will use these factors as well as the team’s 
fan base and dummy variables, such as prior 
year winning record variable, to assess what 
role aggression plays in the NFL and if it is a 
significant role.

	 I aim to analyze the effect of 
fines, suspensions, and arrests on a team’s 
performance as well as the effect of the 
performance of aggressive, violent and 
criminal players. Aggressiveness of players 
on a team is measured as fines (aggressive 
behavior), suspensions (violent behavior) and 
arrests (criminal behavior) within a regular 
season. Team’s performance is measured by the 
team’s winning percentage during the regular 
season. My expectation is that the penalties 
(fines, suspension, arrests) will have negative 
effects on the team’s winning percentage 
as they are intended to. Additionally, the 
performances of the aggressive, violent or 
criminal players may also result in a harmful 
effect. This is because most of the players 
with fines are also penalized yards during the 

1	 September 1st through December 31st.
2	 By both aggressive and non-aggressive 

players (combined in regression A, as 
separate variables in regression B).

3	 By both aggressive and non-aggressive 
players (combined in regression A, as 
separate variables in regression B).

4	 Normalized as a percentage of the total 
league salaries.

game, which is usually a contributing factor 
towards  why a team loses a game. Players 
with suspensions and arrests are assumed not 
to be contributing to the team wins because 
they are not allowed to play during certain 
games, so rather than scoring touchdowns 
they are sitting on the bench. The penalties 
may also cause motivational problems within 
the team which could also be a reason for why 
teams lose games.

	 Previous literature has not yet explored 
the effect of players’ aggressive behavior on 
the outcome of National Football League 
games, but there has been some insight into 
whether or not an aggressive player is desired 
in the NFL draft. The literature suggests that 
NFL teams avoid drafting prospects with a 
history of criminal charges or suspensions, 
but my study would determine if this was a 
beneficial or detrimental tendency as well 
as incorporating the players with fines in 
addition to suspensions and criminal records. 
The implications of this study could be 
beneficial for NFL head coaches and general 
managers as they might have overlooked a 
player’s behavior when assessing the abilities 
of the player and what effect they have on the 
team. 

	 If it is determined that having 
such aggressive players can in fact harm an 
NFL team’s winning percentage, then the 
implications for the NFL could be quite 
beneficial. Currently, how a player conducts 
himself in his daily life, or even how violent 
the player is on the field, is not of very high 
concern to NFL teams. Performance and 
player popularity are the most sought after 
traits of prospective NFL players, but if 
my study can sufficiently prove that having 
violent and criminal players on an NFL 

team is detrimental to the team’s winning 
percentage, then the NFL should reevaluate 
each player’s significance by factoring in their 
on and off-field acts of aggression. Many NFL 
fans place high value on NFL players and as 
role models their behavior could influence 
others. This paper is partly motivated on the 
recent stories about NFL players, such as Ray 
Rice and Adrian Peterson, displaying violent 
and abusive behavior in their personal lives. 
Furthermore, I noticed that Ray Rice and 
Adrian Peterson are above average players and 
wanted to further explore if the trait that makes 
them extraordinary football players is also the 
reason they are more prone to aggressive and 
violent behavior in their everyday lives.

Literary Review

	 The study by Weir and Wu’s 2013 
paper “Criminal Records and the Labor 
Market for Professional Athletes: The Case 
of the National Football League” from the 
Journal of Sports Economics (Or A study by 
Weir and Wu first published in the Journal 
of Sports Economics is highly relevant to this 
paper. In their article they observe the effect 
of criminal records on the labor market for 
professional athletes within the NFL. Weir 
and Wu (2013) use data from the NFL draft, 
the order in which prospective college football 
players are selected to a team, and relate the 
draft order to each player’s “character variable,” 
which is calculated based on the player’s 
criminal record and history of suspensions 
during college. Their study then examines 
whether or not  a player’s history affects his 
draft position, and also if having a concerning 
history affects the player’s performance. Their  
results show that NFL prospects with a history 
of criminal charges or team suspensions fall 
16 to 22 spots in the draft order. When the 
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authors separated those players  with criminal 
records from those with team suspensions, 
they found that players with criminal records 
dropped roughly 16 spots when compared 
to players without any record, but players 
with a history of team suspensions dropped 
almost 22 spots. The study concluded that 
players with questionable “character values” 
did fall to the later rounds of the NFL draft, 
but players with team problems resulting in 
suspensions were considered less valuable 
than players with criminal records, and fell 
even lower. [Weir and Wu (2013)].

	 Sanderson explores the natural and 
unnatural advantages of athletic competition 
within Major League Baseball (MLB) 
in his study, “The Many Dimensions of 
Competitive Balance.” While his study focuses 
mainly on financial benefits, technological 
enhancements, and natural skills, he also 
looks at a team’s overall player character and 
integrity. The study discusses how leagues 
levy punishments on players who display 
aggression and violence in sports, both on the 
field and in society at large. He concludes that, 
the same way natural advantages that are not 
distributed evenly, “advantages derived from 
artificial and extraordinary interventions are 
no less legitimate.” [Sanderson (2002)].
	
	 A Jones et al. study tests hypotheses 
relating to violence in the National Hockey 
League (NHL) and fan attendance. In their 
2003 article, Jones et al. remark that in the 
NHL violence is “inevitable,” and note how 
some players are often overvalued due to 
their violent tendencies rather than their 
hockey skills. This is because the fans have 
a “taste for violence,” and the on-ice fights 
actually attract larger crowds. I found this 
interesting because, like the NHL fans, NFL 

fans seem drawn towards the over-confident 
and aggressive players, which unintentionally 
can create a league demand for athletes with 
aggressive or sometimes violent habits. [Jones 
et al. (1993)]. Since an NFL franchise goal 
is to make the most profit, and this study 
shows a correlation between sport violence 
and fan attendance or game revenue, it is a 
safe assumption that some NFL teams may be 
more willing to select more violent players in 
order to attract a larger fan base and capture 
a higher profit. Although it seems likely that 
NFL teams may want more aggressive and 
violent players on their teams in order to 
increase profits, Jones et al. do not address 
whether having these more aggressive and 
violent players actually helps the team win 
more of their games – not just put more fans 
in the seats. The latter idea is what I hope to 
expand upon in this paper.

Data Sources and Descriptive 
Statistics

	 The yearly data for this paper was 
gathered over a five-year timeframe, from 
2007 to 2011, and is characterized as panel 
data at the team level. Data was collected 
from each of the 32 National Football League 
teams, resulting in 160 observations.

	 The independent variable, winning 
percentage, and control variables (average 
points per game scored, average sacks made 
per game, and team fan base) were collected 
from ESPN.com, (the website for the Enter-
tainment and Sports Programming Network), 
the worldwide leader in sports recording and 
statistics. Each team’s winning percentage 
is calculated by dividing team wins by total 
games played over the 17 weeks5 of regular 

5	 17 weeks with 1 bye week for each team, 

season play. Average points per game scored is 
used as a control variable and proved to high-
ly correlate with winning percentage. Average 
sacks per game is also included to help cap-
ture the defensive performance’s influence on 
the game. In Regression A, which examines 
the effect of fines, suspensions, and arrests on 
a team’s winning percentage, the variables of 
points and sacks are calculated with both the 
aggressive and non-aggressive player perfor-
mances combined. In Regression B, which 
examines the effect of the aggressive, violent, 
and criminal player performance on a team’s 
winning percentage, the points and sacks by 
aggressive players are separate variables from 
the points and sacks by non-aggressive play-
ers. Other variables include the average age 
of a team’s players, average salary spent on 
a team’s roster6, a dummy variable for if the 
team had a winning record the prior year, the 
size of the team’s fan base7, and the number of 
a team’s players with fines, suspensions, and 
arrests during the regular season. It is impor-
tant to note that only acts of aggression re-
sulting in fines, suspensions, and arrests were 
included. Some examples of acts of aggres-
sion include: late hits, helmet-to-helmet hits, 
spearing, chop blocks, horse collar tackles, 
and striking/kicking/kneeing.

	 To find each team’s players with fines 
and suspensions, I used the Spotrac Fines/
Suspensions Tracker, affiliated with the USA 
TODAY Sports Media Group, which pro-
vides the largest online sports player system 
on the internet. The USA Today Salaries Da-
tabase also provides the average salary data 

resulting in 16 games played.
6	 Normalized as a percentage of the total 

league salaries.
7	 Approximated by the fan attendance at 

team games both home and away.

for the financial variable. In order to find the 
number of players on each team with arrests, 
I used the Arrest Database for NFL Player Ar-
rests. Arrests and charges on the database are 
for crimes more serious than common traffic 
violations, including: theft, drug use, DUIs, 
gun related crimes, domestic violence, and as-
sault. The data in the Arrest Database comes 
from media reports and public records, so 
some player arrests may not be documented 
for various reasons. This may include lack of 
media coverage or inaccessible public records. 
The remaining data was gathered from the 
Football Database, which compiles NFL team 
rosters with each player’s date of birth, and by 
calculating each player’s age for the given year, 
I determined the team’s average player age. 

	 The average annual number of NFL 
players arrested (between 2007 and 2011) 
was 21.68, or 1.3% of the   total population 
of 1,696 NFL players9. According to the 
FBI, in 2011, “The arrest rate for violent 
crime (including murder and nonnegligent 
manslaughter, forcible rape, robbery, and 
aggravated assault) was 172.3 per 100,000 
inhabitants.” That comes out to about 0.17% 
of the population. The population of the NFL 
arrested for violent crimes is approximately 
six times the population of the US arrested.  
Looking at the descriptive statistics for 
Regression A in Table 1, the mean number of 
players on a team with fines is 1.94 with the 
75th percentile being three or more players 
with fines. The standard deviation of players 
with fines is approximately two players, which 

8	 2.6 avg. arrests for domestic violence, 1.2 
avg. arrests for gun related crimes, 7.8 avg. 
arrests for DUIs, 6 avg. arrests for assault, 
0.2 avg. arrests for theft, and 3.8 avg. arrests 
for drug related crimes.

9	 32 teams with 53 players on active roster.
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is double the standard deviation for players 
with suspensions or arrests. This indicates 
that fines occur more often among players 
(as arrests have a higher mean and standard 
deviation than suspensions). The mean for 
winning percentage is 50 with a standard 
deviation of almost 20. This is a large standard 
deviation, indicating a difference of three 
games won between each deviation.

	 Scatter plots comparing the main 
independent and dependent variables, of both 
Regressions A and B, displayed surprising 
trend lines. The scatterplot charts10 suggest 
a positive correlation between winning 
percentage and the number of players on a 
team with fines. An example of this would be 
the 2007 New England Patriots, who had a 
perfect winning percentage during the regular 
season and tied for the third highest number 
of players with fines. Another instance of this 
would be in 2009, when every team with four 
or more aggressive players also had a .500 
winning percentage or higher.

	 The scatter plots for Regression B11 
show that, although there was a positive 
correlation for both points and sacks made 
by aggressive, violent, and criminal players 
and winning percentage, there seems to be a 
stronger positive correlation with aggressive 
and violent players compared to criminal 
players. My goal is to discover what effects 
players with aggressive, violent, or criminal 
characteristics have on an NFL team’s winning 
percentage, the scatter plots and Correlation 
Tables 3 and 4 (found in the Appendix) show 
significant proof of an existing relationship 
between aggressive players, number of fines, 
and winning percentage. Violent player 

10	 Found in Appendix A, section I, (A).
11	 Found in Appendix A, section I, (B).

performance was found to have a positive 
correlation with winning percentage, 
although not as strong as that of aggressive 
players, and the number of suspensions 
a team has possessed a slightly negative 
correlation. Surprisingly, both criminal player 
performance and number of arrests were 
found to a have a marginally positive effect on 
whether or not a team is more likely to win.

Hypothesis and Econometric 
Model

	 Panel data fixed effect regression 
models were used to test the proposed 
hypothesis. In addition to the main 
independent variables, certain variables are 
used to control for otherwise unobserved 
effects that may impact a team’s winning 
percentage. Each econometric equation will 
regress performance of each NFL team with 
the number of fines, suspensions, or arrests, 
or the performances of aggressive, violent, 
or criminal players while controlling for 
performances of other players, financial, and 
dummy variables including team fixed effects.

	 To test my hypothesis, I conducted 
two separate regression equations in which 
each of my main independent variables 
were run with six or seven regressions. I also 
included a final analysis containing all of 
the control variables, resulting in a total of 
39 regressions. Regression equation A aims 
to uncover the effect of the penalties (fines, 
suspensions, or arrests) on the team’s winning 
percentage in order to assess the impact of 
each “consequence”. Regression equation 
B aims to uncover the effect of the actual 
players (aggressive, violent, or criminal) on 
the winning percentage and explore whether 
players with these characteristics contribute or 

harm the team. By looking at the results of 
both regression equations A and B one can 
estimate the total net effect of both having 
these aggressive players on the team as well 
as the penalties these players are inflicted 
with. A VIF test was also run after running 
my regression equation in order to detect any 
multicollinearity.

Empirical Findings

	 The regression results found in tables 
five,six and seven proved to be interesting 
and displayed the effect of fines and arrests 
on the team’s winning percentage. Although 
fines did not significantly impact statistics 
regarding the team’s winning percentage, 
there was no statistical significant effect of 
fines on the team’s winning percentage in table 
five, the coefficient was positive; therefore it 
implies implying the effects of fines on players 
may not harm the overall team’s winning 
percentage. The negative coefficient results 
in table six convey that while suspensions are 
not significantly proven to harm the team, 
they certainly do not contribute to the team’s 
winning percentage. Similarly, the effect of 
arrests on a team’s winning percentage was 
also negative, but was proven significant at a 
10% level. The regression results attributed 
a decrease of 2.4% in a team’s winning 
percentage to every one additional arrest 
a team has, which indicates that arrests 
are indeed harmful to a team’s winning 
percentage.

	 In tables eight, nine and ten, which 
look at the aggressive, violent and criminal 
player’s performances on the winning 
percentage, there were some meaningful 
significances. Table eight proved the effect 
of both points scored by aggressive players 

and sacks made by aggressive players are 
significant at the 1% level. While the effect of 
points scored by aggressive players (2.941% 
increase in winning percentage for every one 
additional point scored by aggressive players) 
was smaller than the effect of points scored 
by non-aggressive players (3.011%), the two 
effects were similar in magnitude. is that a 
complete sentence? The effect of sacks scored 
by aggressive players (9.903% increase in 
winning percentage for every one  additional 
sack made by aggressive players) was found 
larger than the non-aggressive players effect 
of 8.145%. These results were similar to the 
results of violent player’s effect in table nine. 
The points scored by violent players was 
proven to have significance at the 1% level 
with an effect of 3.548% increase for every 
1 additional point scored by violent players, 
the violent players effect being larger than 
the 3.010% effect of the non-violent players. 
Although the sacks made by violent players 
was not found to have at any significance, 
the coefficient (16.03) highly indicates a 
potentially positive relationship considering 
the effect of non-violent players sacks is half 
of the potential effect of violent players sacks. 
Finally, there was no significance found in table 
10 for the performance of criminal players 
regarding either points or sacks (although 
sacks were found significant in regression five 
excluding the effect of a team’s fan base). This 
indicates that criminal players do not possess 
a competitive advantage compared to their 
non-criminal counterparts.
	
	 The effects of aggressive and violent 
players on a team’s winning percentage, 
although statistically significant, must be put 
into perspective to determine the practical 
magnitude of the relationship. With each 
win or loss, a team’s winning percentage 
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changes by 6.3%.12  Therefore, in order for 
the relationship to prove meaningful to a 
team, the team would need to have aggressive 
player’s’ average score greater than three 
points a game or average sacks of at least 0.6.  
Table two revealed the mean points scored 
by aggressive players is 0.82 with standard 
deviation of 2.49.  This means that in order 
for the aggressive players to improve the 
team’s winning percentage by 1 one win 
(6.3%) the points scored by aggressive players 
would need to increase by almost a full 
standard deviation. The mean of sacks made 
by aggressive players is 0.26 with a standard 
deviation of 0.42, which means in order for 
the aggressive players to improve the team’s 
winning percentage the sacks made by these 
players would also need to increase by a full 
standard deviation. This proves that while the 
majority of aggressive players will not be able 
to improve their team’s winning percentage by 
1 win, there are aggressive players performing 
at or above one standard deviation from the 
mean. Thus, their effect on the team could 
result in a substantially improved winning 
percentage. Although unlikely, it is possible 
for select players to produce the same results 
as violent players when violent players are 
able to score to increase the team’s winning 
percentage by one win and score greater than 
one standard deviation. Similar to how the 
violent players points scored could improve 
the team’s winning percentage The fact that 
the relationship between winning percentage 
and the performances of aggressive and 
violent players is statistically significant could 
mean that there are applicable winning 
implications to a National Football League 
team having players with aggressive or even 
violent tendencies.

12	 One game, divided by 16 total games 
equals 6.25%.

	 Looking at the results of both regres-
sion equation A and regression equation B 
together, one can conclude that aggressive 
players do have a positive effect on the team, 
even with the penalty of fines, and can also 
conclude that criminal players have a negative 
effect on the team. What is inconclusive is 
the net effect of violent players, whose perfor-
mances have been proven to be positive; how-
ever, the penalty of suspensions has a negative 
effect on the team.

	 Although the regression in this study 
has provided ground-breaking new insights 
into the game of football and how it is played, 
it is still important to look at the potential flaws 
in the data. There may be an omitted variable 
bias due to left out variables (potentially 
passing and rushing yards per game, yards 
allowed per game , coaching experience , 
salary cap efficiency and others) which could 
overstate or understate the effect that players 
or penalties have on the team’s winning 
percentage. For future direction of this 
research, the possibility of studying the data at 
the player level may help to further assess the 
effect of specific players on the team and how 
their distinct behavior may help or harm the 
team’s winning percentage. Regardless, these 
results have serious implications to the NFL 
as now coaches and managers will be able to 
take each player’s behavior into consideration, 
as it has proven likely to have an effect on the 
overall performance of the team.

Appendix A

Section I

(A)
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(B) Section II

(A)
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(B) Section III

(A)
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(B) Appendix B

(A) Fines - Table 5
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(A) Suspensions - Table 6 (A) Arrests - Table 7
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(A) Aggressive Players - Table 8 (A) Violent Players - Table 9
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(A) Criminal Players - Table 10
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Effect of Increases in 
Minimum Wage on State 

Employment Rate

Steven Siano
Northeastern University

Introduction

	 This paper explores the connection 
between increases in the minimum wage and 
unemployment levels in states. In the past, 
economists have claimed that raising the 
minimum wage will increase unemployment 
because businesses will hire fewer workers 
due to the larger wage.  However, recent 
studies have called this claim into question 
and argue that an increase in the minimum 
wage in a state does not cause an increase 
in the unemployment rate for that state.  In 
this paper I will analyze a panel set of data 
from the 50 states and Washington, D.C. 
from 2012-2014. The results of the model 
used in this study demonstrate that increases 
in the minimum wage have no statistically 
significant effect on the unemployment level 
for a state.

Literary Review

	 Over the past few years, studies 
have cast doubt on the notion that higher 
minimum wages cause higher unemployment 
in that affected area.  Two recent studies in 
particular shed light on different aspects of this 
debate.  In January 2015, Jonathon Meer and 
Jeremy West released a study titled, “Effects 
of the Minimum Wage on Employment 

Dynamics.” This study explores how the 
minimum wage affects employment over 
time. Another recent study by Joseph Sabia, 
titled “The Effects of the Minimum Wage 
over the Business Cycle” and published in 
the May 2014 edition of the Journal of Labor 
Research, examines the effects of a minimum 
wage increase.  Sabia explores whether the 
effects of a minimum wage increase on low-
skilled employment differ over the course of a 
business cycle.  

	 In their study “Effects of the 
Minimum Wage on Employment 
Dynamics,” Meer and West seek to prove that 
minimum wage increases cause changes in 
employment over time through the growth 
rate of new employment. They illustrate that 
traditional approaches measuring the effect 
of a minimum wage increase are misstating 
the true effects of the increase. By using a 
difference-in-difference identification strategy 
exercising state panel data sets, they estimate 
these effects.  The data they use include the 
Business Dynamics Statistics (BDS), the 
Quarterly Census of Employment and Wages 
(QCEW), and the Quarterly Workforce 
Indicators (QWI). The panel measures data 
from all 50 states from 1975 to 2012.  

	 Meer and West use a distributed 
lag model to best capture the dynamics of 
a minimum wage increase’s effect on the 
growth of new employment. The estimated 
model from their data is as follows:

Predicted Employment = 
-0.0825(logMinWage) – 0.0524(1st lag of 

logMinWage) – 0.0503(2nd lag of logMinWage) 

– 0.0552(3rd lag of logMinWage)



-42- -43-ECONPress Siano

	 The coefficients for logMinWage, the 
1st lag, and the 2nd lag are all statistically 
significantly different from zero at the 99% 
level. The coefficient for the 3rd lag is not sta-
tistically significantly different from zero at 
any level.
	
	 This study concludes that previous 
methods of estimating the effect an increase 
in the minimum wage has on employment 
levels systemically err if the true effects of the 
increase are on growth rates.  They also find that 
the practice of including jurisdiction-specific 
time trends in the analysis bias the estimates 
towards zero.  The main finding, though, 
establishes that the effects of an increase in 
the minimum wage reduce employment over 
a longer period than previously examined in 
literature.
	
	 In his study, “The Effects of the 
Minimum Wage over the Business Cycle,” 
Joseph Sabia examines whether the impact 
of an increase in the minimum wage on 
low-skilled employment differ over the state 
of the business cycle.  He reveals that, when 
controlling for spatial heterogeneity and state-
specific non-linear trends, minimum wage 
increases from 1989 to 2012 reduced low-
skilled employment more during recessions 
than expansions.  He studies a set of panel data 
from the CPS Merged Outgoing Rotation 
Group (MORG) from 1989 to 2012 and 
generates state-by-year aggregate variables 
from the cross sections.
	
	 Sabia utilizes a weighted OLS model 
to estimate the effects of changes in the 
minimum wage and the employment effect 
of low-skilled workers across the state business 
cycle.  He adds state effects, year effects, 
and state-specific controls into his model to 

best isolate the effect of the change in the 
minimum wage. He estimates these effects 
on two panels: first by real state GDP and by 
state unemployment rates.  The controls he 
uses include: the natural log of the prime-age 
male unemployment rate, the average adult 
wage rate, real per capita retail GDP, real 
per capita manufacturing GDP, percent of 
the population ages 16-19 and 55-64.  His 
estimates are represented in Table 5.
	
	 The most significant estimate is the 
(4) outlined by the box. In this regression that 
the effect of the log(MW) is significant at the 
1% level in both panels.

	 In this study, Joseph Sabia concludes 
that increases in the minimum wage reduce 
employment of teenagers and younger 
workers without a high school degree 
regardless of the state of the business cycle. 
He also finds that increases in the minimum 
wage made during troughs likely have greater 
adverse effects on employment levels in states 
than they do during peaks of the business 
cycle.  This is consistent with economic 
theory because firms are likely to have more 
elastic demand for labor during slack labor 
market conditions than they would in a tight 
labor market.  Sabia advises states that wish 
to increase their minimum wage to enact 
the change during tight labor markets and at 
peaks of the business cycle to minimize the 
adverse effects of an increase. He also finds 
inconclusive evidence that minimum wages 
indexed to measures such as inflation do not 
have different effects than increases made by 
law.

Theoretical Model

	 The model I used for this analysis 

draws from a set of panel data for the years 
2009 to 2014 covering all 50 states and 
Washington, D.C.  It is a time fixed-effects 
panel regression model.  The dependent 
variable for this analysis is the unemployment 
level for each state over the period 2009 to 
2014.  This variable will be estimated from 
the independent variable of the change in the 
state minimum wage, the percentage change 
in national GDP from the previous year, 
and the binary variables for each of the years 
from 2009 to 2013.  The binary variables of 
the years included in the period studied are 
included in order to account for any omitted 
variables that vary over time but not across 
the states.  The variable of the change in the 
minimum wage was used to best capture the 
effect caused by a change in the minimum 
wage and not the nominal wage itself. The 
variable of the percentage change in national 
GDP was included to differentiate the effect 
of the growth of the US economy from 
other time variable effects across the panel.   

Originally, the variables per capita income 
and the change in the labor force were 
included in the model to attempt to isolate 
the effect of the minimum wage from other 
macroeconomic factors.  However, during 
the estimation of the econometric model 
both were excluded for reasons that will be 
discussed in later sections. The theoretical 
model for this analysis is:

Where β0 is the intercept for the regression, 
β1 is the effect of a change in the minimum 
wage on the overall unemployment level, β2 
is the effect of a percent change in national 
GDP on the unemployment level, and δ1-δ5 
represent the intercepts for each year.

Table 5 

Predicted Unemployment Level = 

β0 + β1Log(Min_Wage) + β2(%change_in_GDP) 

+ δ2(2009) + δ3(2010) + δ3(2011) 

+ δ4(2012) + δ5(2013)
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Data

	 The data for this analysis was acquired 
from the Bureau of Labor Statistics (BLS) and 
the Labor Department.  The unemployment 
levels for each state represent the average 
annual levels of unemployment recorded by 
the BLS in the Local Area Unemployment 
Statistics program.  The data gathered in the 
program was recorded from 1976 to 2014; 
however, only the period from 2009 to 2014 
is analyzed here.  There are no gaps in the data 
and the levels were calculated using the same 
methods for each year. The levels represent 
the number-of-persons population estimates 
utilized by the labor force to stay consistent 
with the latest Census numbers.

	 The data for the minimum wages 
for each state from 2009-2014 was obtained 
from the Labor Department.  The Labor 
Department keeps records of all nominal 
minimum wage levels in each state, including 
Washington DC and the US territories.  Some 
states incorporate ranges for their minimum 
wages depending on the type of work that is 
done. For these states, the highest minimum 
wage level was chosen. In addition, some 
states do not have a minimum wage set by 
state law.  For these states, I used the federal 
minimum wage level that was set at $7.25 per 
hour in 2009. Some states have set minimum 
wages below the federal minimum wage level. 
Those levels were included in this analysis 
because they affect some jobs within the state. 
	
	 The time period from 2009 to 2014 
is of importance.  The last time the federal 
minimum wage was raised was in 2009, to 
$7.25 per hour. In order to isolate the effects 
of a state level increase in the minimum wage 
on the unemployment level, this period was 
chosen.  An increase in the federal minimum 

wage would dilute the effects of an individual 
state raising its minimum wage on its own due 
to the mobility in labor.  If the minimum wage 
for the country increases, all states would be 
affected equally. The objective of this analysis 
is to study how changes at the individual state 
level affect the unemployment level in that 
state.
	
	 The percentage change in the 
national GDP was obtained from the Bureau 
of Economic Analysis.  The data was taken 
from the National Income and Product 
Accounts tables. The levels represent the 
annual percentage change from the preceding 
year in real Gross Domestic Product.  This 
data was included to separate the effects of 
the growth rate on unemployment from 
the other omitted variables captured by the 
binary time variables.  As GDP increases, the 
unemployment level should decrease to keep 
pace with the growing economy.

Estimated Model

	 The estimated model used in this 
analysis is a time fixed effects model for panel 
data. The panel data are strongly balanced 
because there are no missing observations 
from any state in any year. The total number 
of observation is 306 from 51 different 
groups in the data. The dependent variable 
in this regression is the unemployment level. 
The independent variables used are the log of 
the minimum wage, the percentage change in 
national real GDP, and the binary variables 
for the years 2009-2013. The binary variable 
for 2014 was not included in the estimated 
regression to avoid perfect multicollinearity 
from the dummy variable trap. During the 
estimation, the binary variable for 2009 was 
omitted by STATA because of collinearity 

with the percentage change in real GDP. The 
estimated result is detailed below1:

The standard errors used in this regression 
were clustered robust standard errors and 
the attached values of the standard errors for 
the coefficients are: 122000.7, 62646.99, 
18915.44, 14071.9, 10953.17, 5978.515, 
and 2844.45 respectively.  The only variable 
that was not statistically different from 0 at 
any level was the coefficient for log(min_
wage), while the rest of the coefficients were 
significantly different from 0 at the 99% lev-
el.   The F statistic for the overall regression is 
F(6,50) = 5.9 which is significant at the 99% 
level.  The R2 value for within the panel data 
is 0.339, the R2 between years is 0.0238 and 
the R2 overall is 0.0079.  
	
	 To test for heteroskedasticity within 
the regression, a modified Wald test for group 
wise heteroskedasticity in fixed effect regression 
models was used. The null hypothesis of the 
test is that there is homoskedasticity within 
the model.  The chi2 value returned by the test 
was 84441.94, which corresponds to a 0.000 
p-value for homoskedasticity being present in 
the regression. This results in rejection of the 
null hypothesis meaning that there is a heavy 
presence of heteroskedasticity present in the 
regression.  To correct for this in my model I 
used robust standard errors.

1	 *** Statistically significant at the 99% level, 
** Statistically significant at the 95% level, 
*Statistically significant at the 90% level

	 To test whether there was time fixed 
effects in the model, I tested the parameters 
of the binary variables. The F-test for this has 
a null hypothesis of the time binary variables 
jointly equaling zero.  The test returned 
an F-statistic of F (4, 50) = 8.89. This 
corresponds to a p-value of 0.000, leading 
to a reject null hypothesis. This means that 
the binary variables for the time fixed effects 
should be included in the model.
	
	 In order to test for multicollinearity 
within the analysis, I compared the R2 values 
of the estimated regressions of the minimum 
wage and the time fixed variables on the 
change in the unemployment level and of the 
time fixed variables on the minimum wage. 
The R2 overall for the latter regression was 
0.073 is greater than the 0.008 value for the 
model. Next, I analyzed the correlations of 
the independent variables on themselves and 
on the dependent variable with the purpose 
of finding strong correlations between 
variables.  The highest correlation was y2009 
to %_change_real_GDP at -0.989, which 
is big enough to cause multicollinearity but 
was dropped from the regression to correct 
for this.  I concluded that there was not 
a significant presence of multicollinearity 
within the model used.  
	
	 To confirm that the explanatory 
variables should be included in the regression, 
I tested the joint hypothesis that they were 
jointly equal to zero.  This test returned 
an F-statistic of F (2, 50) = 16.91 that 
corresponds to a p-value of 0.000. This results 
in the rejection of the null hypothesis that 
the effects of the variables are jointly equal 
to zero. This is likely due to the significance 
of the percentage change in real GDP on the 
unemployment level. 

Predicted Unemployment Level = 

325716.2*** – 48208.05(Log(Min_wage)) 

– 16374.66***(%_change_real_GDP) 

+ 102325.9***(y2010) + 67752.82***(y2011) 

+ 53730.66***(y2012) + 31730.77*** (y2013)
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	 The major finding from this model is 
that increases in the minimum wage do not 
significantly affect the unemployment level 
in that state. In fact, the negative coefficient 
on the log(min_wage) suggested that a 
1% increase in the wage would translate 
to a decrease in the unemployment level of 
48,208 workers. This is contrary to economic 
theory that would have predicted that an 
increase in the minimum wage would cause 
an increase in the unemployment level.  The 
t-statistic for the change in the minimum 
wage equals -0.77 with a corresponding 
p-value of 0.445. This high p-value means 
that the effect of the change in the minimum 
wage is not statistically significant from zero 
at any confidence level below 55%. The 95% 
confidence interval for the effect of a 1% 
change in the minimum wage is -174038 – 
77622, meaning that the estimated effect is 
extremely variable.

	 The time binary variables are all 
statistically significant and should be included 
in the regression.  The t-statistics are: 5.41 in 
2010, 4.81 in 2011, 4.91 in 2012, and 5.31 
in 2013.  The coefficients of these variables 
decrease in value throughout the period 
included from 102325.9 in 2010 to 31730.77 
in 2013.  This suggests that the variables 
affecting the unemployment rate that are 
consistent across states but vary over time, are 
improving over the period.  This is consistent 
with economic conditions seen in this period. 
By most standards the national economy has 
improved since 2009 that would correspond 
to declining intercepts for each year included.
	
	 The large t-statistic and low p-value 
on the variable of %_change_real_GDP 
suggests that the improvements in the national 
economy, seen in the time binary variables, 

have the largest effect on state unemployment 
levels.  According to the model, each percent 
increase in the national real GDP translates 
into a decrease of 16,375 workers in the 
unemployment level. This variable carries 
a t-statistic of -5.76 and a corresponding 
p-value of 0.000. According to this model, 
the most significant effect on unemployment 
levels in states during the examined period is 
the growth of the national economy.  This is 
consistent with economic theory, which says 
that as the economy improves and grows, 
employment should grow with it and inversely 
unemployment levels will decline over time.

Conclusion

	 The overall result of this analysis is 
that the minimum wage does not influence 
the unemployment level. Instead, effects in 
the national economy that change over time 
play a more important role in determining 
the unemployment levels. This result breaks 
from traditional economic thought on the 
effects of increasing minimum wages but is 
more consistent with recent studies done on 
these effects.  

	 Traditional economic thought argues 
that an increase in the minimum wage would 
increase the unemployment level in two 
ways.  The first being that employers simply 
cut back on the number of employees they 
have because of the rise in wages. If the 
minimum wage increases, the rest of wages 
will likely follow over time. This causes the 
cost of employing workers to increase and 
some employers would reduce their number 
of employees in response to the rising cost.  
The second way an increase in the minimum 
wage would increase the unemployment 
level is that it would attract more people to 

the labor force because of the increase in 
the opportunity cost of not working.  The 
potential to make higher wages would likely 
cause people to enter the labor force and look 
for jobs but were not actively searching for 
jobs at the original minimum wage.  

	 Traditional theory overstates the 
magnitude of both these effects.  The argument 
of employers cutting jobs in response to a 
minimum wage increase over simplifies the 
rationale of hiring additional workers.  Firms 
will hire employees to the point that the 
additional worker costs the firm more than 
that worker adds in productivity.  A small 
increase in the minimum wage will raise the 
cost of hiring that worker, but the increase in 
consumption by workers associated with that 
increase might account for the increased cost 
or be even greater than the cost. Unless the 
increase in the minimum wage is substantially 
large, the effect of rising employer costs is likely 
overstated.  In addition, a state level increase 
that is large enough to cause employers to cut 
jobs is unlikely because too high a minimum 
wage could cause some employers to move 
their production to another state with a lower 
minimum wage over the long run.

	 Traditional theory also overstates 
the additions to the labor force caused by 
an increased minimum wage.  There is not 
a significant portion of those out of the labor 
force that choose to be out of the labor force 
because the minimum wage is not high 
enough currently for them to want to work.  
Most people that are not in the labor force are 
that way because of retirement, disability, or 
educational purposes. The segment of people 
who do not work because they would not 
make enough to cause them to give up their 
leisure is very small if at all existent.    Most 

people who choose not to work because they 
would not make enough for them to sacrifice 
their leisure likely already have a level of 
income that can sustain their lifestyle without 
working. These people would not be affected 
at all by an increase in the minimum wage.

	 Recent studies have suggested what 
this analysis has concluded, that the effect of 
an increase in the minimum wage is not as 
big as once thought.  This is especially true 
for increases at the state level because of the 
mobility of labor.  The mobility of labor in 
today’s economy creates incentives for states 
to keep their minimum wage at levels that 
do not seriously affect hiring decisions by 
employers in the state and cause them to 
relocate somewhere else.  This forces states to 
adjust the increases to their minimum wages 
to keep pace with the overall growth in the 
economy and the cost of living in that state.  

	 An increase in the federal minimum 
wage, though, would likely have different 
effects than one at the state level.  An increase 
in the national minimum wage level may 
cause greater effects on employment because 
employers would not be able to move 
production to somewhere that can support 
them.  This constraint to the mobility of 
labor could cause employers to either raise 
prices to the appropriate level or decrease 
employment to necessary levels; but, this 
effect should also be small due to the relatively 
small effect minimum wages play on overall 
unemployment levels.

	 The change in our economy towards 
a service based economy can be a possible 
explanation for the effects of changes in the 
minimum wage on in-state unemployment 
levels being so insignificant. Over the course 
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of the last few decades, globalization has 
caused many manufacturing and production 
industries to move to countries with cheaper 
labor. This has been accompanied by increases 
of employment in service industries. These 
industries have much more inelastic demand 
for labor curves because of the localized 
nature of these jobs.  These companies are 
more likely to substitute capital for labor over 
the long run if the wage rate increases too 
much. 

	 The more influential effects on 
unemployment are the changes to national 
economic conditions.  The model reflects this 
by the significance of both the time variables 
and the change in real GDP variable.  This 
suggests that unemployment levels depend 
on factors in the overall economy that change 
over time and not on minimum wage levels. 
Economic theory agrees with this conclusion. 
As consumption and aggregate demand 
increase, firms will hire more workers to keep 
pace with the growing product demand. This 
will increase the employment levels at all 
wage rates through the scale effect.

	 In conclusion, the effect of a change 
in the minimum wage rate for a state does 
not significantly affect the unemployment 
level in that state.  The model estimated in 
this analysis refutes economic theory that an 
increase in the minimum wage level translates 
into an increase in the unemployment level. 
Instead, the model supports the claim that 
conditions in the national economy have 
bigger effects on state unemployment levels 
than the minimum wage. These findings 
are consistent with recent studies that have 
demonstrated that there is a small effect on 
unemployment, if any at all, by increases in 
state minimum wages.
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Introduction

	 China’s economy has grown 
significantly during the past decades since the 
  economic reform in 1978, driven by 
increasing exports and investment. At the 
same time,  dramatic growth had also increased 
structural and trade imbalances, which are 
related to  income inequality (Zhu and Wan, 
2012). As lower income groups cannot afford  
consumption which affects exports and 
investments, the engines of economic growth, 
the  issue of income inequality has been 
widely discussed to explain the imbalance. 
Among  various dimensions of income 
inequality, such as race and gender, the rural-
urban gap in  China is one of the largest in the 
world and would be even greater if differences 
in standard  of living, welfare benefits, and 
infrastructure were taken into consideration 
(Wang and  Piesse, 2010). 
 
	 China’s financial market has been 
developing since the economic reform and  
liberalization. A variety of financial products 
are available in China’s market, including  
stocks, securities investment funds, bonds, 
and commodity futures (China’s Financial  
Markets: An Insider’s Guide to How the 
Markets Work, 2006, p.2). Household 
investment  outcomes are playing an 

increasingly critical role in household wealth 
accumulation (Zhen,  2013) and households’ 
behaviors in the financial market affect asset 
pricing and  consequently determine market 
efficiency (DeLong et. al, 1990; Dumas, 
Kurshev, & Uppal,  2009). In this context, 
participation of households in financial 
markets has implications in  maintaining 
households’ wealth accumulation and in 
decreasing rural-urban wealth  inequality.
 
	 The main purpose of this paper 
is to examine two topics: 1) rural-urban 
inequality  in individual labor income, and  2) 
determinants of household financial market  
participation in investment products and 
loans. First, the paper focuses on highlighting 
the  determinants of individual labor income 
by analyzing demographic factors and 
human  capital. The rural-urban inequality 
in human capital explains most of the rural-
urban labor  income difference. This study 
also shows that there is a rural-urban gap in 
financial market  participation and concludes 
that household income and availability 
of financial resources  positively influence 
financial market participation. Then this 
study justifies the political  recommendation 
to decrease rural-urban income inequality 
and wealth inequality. 

Literary Review

Individual Labor Income Study

	 In 2009, urban residents earned 
2.33 times more than those in rural areas, 
while the  income of rural residents in coastal 
provinces tripled from 1989 to 2004. Since 
the 1980s,  income inequality in China has 
risen at a faster pace than in the United States. 

From 1980  to 2012, China’s Gini coefficient 
increased from 0.30 to 0.55, surpassing the 
U.S. coefficient  of 0.45. (Xie and Zhou, 
2014)  

	 Compared with other occupations, 
the overall level of farmers’ income in China 
is  low. Rural individuals have lower labor 
income because farming is more concentrated 
in  rural areas. Yusuf and Saich (2008) explain 
that the size of the rural-urban income gap 
is  influenced by the integration of rural-
urban labor markets. They suggest that rural  
industrialization and rural enterprises have 
important roles in increasing rural labor  
income and minimizing the gap (p50). 
Lee (2013) also points out that the income  
inequality for urban households in China 
is mainly related to the coastal provinces 
with  relatively higher return to capital, 
capital intensity, and thus capital income in 
the state  sector. Similarly, Xia et al. (2013) 
demonstrate that urban wage inequality is 
affected by the  changes in wage structure and 
employment share of the state sector. Besides 
the effect of  the labor market’s structure 
and employment share, Sicular et al. (2005) 
demonstrate that  differences in educational 
characteristics between rural and urban areas 
contribute  substantially to the gap. Zhu 
and Wan (2012) also confirm the rural-
urban income  inequality and suggest that 
government interventions can target rural-
urban disparity  through rapid urbanization, 
and tackle regional inequality by developing 
financial markets  and ensuring progressive 
allocation of fiscal resources.  

	 An important contribution of this 
study is that it draws from a well-censored  
sample of widely distributed respondents in 
China. It uses a decomposition method that 

is  often used in gender income inequality 
studies to quantitatively analyze determinants 
of  rural-urban income inequality. 

Household Financial Market 
Participation Study

	 The rural-urban inequality in 
financial market participation is an indicator 
of rural-urban wealth inequality. According to 
the 2013 China Household Finance Survey 
Report, the Chinese household financial 
market participation rate is low and informal 
financial sectors are very active. Rural 
households are more active in participating in 
informal  financial sectors (China Household 
Finance Survey Report, 2013). While the 
formal (bank) financing is often claimed to 
be the main engine for economic growth 
(Ayyagari, Demirgüç-Kunt and Maksimovic 
2010), informal financing accounts for about 
28% of the total borrowing in China (Li and 
Hsu 2009). Formal financial services such as 
loans and  insurance are absent in rural areas 
(Wang & Moll, 2010) and the demand for 
insurance in rural areas is constrained by the 
lack of insurance knowledge, compared with 
urban China (Cai, de Janvry, & Sadoulet, 
2013). As a means of wealth accumulation, 
rural-urban  inequality in household financial 
market participation would exacerbate 
the imbalance of rural-urban economic 
development. The absence of financial and 
insurance markets can  also lead to highly 
variable household income and persistent 
poverty (Dercon and  Christiaensen, 2011; 
Jensen, 2000; Rosenzweig and Wolpin, 
1993).  

	 Many studies have discussed the 
determinants of financial market participation  
such as the ownership of stocks and bonds. 
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Household income, gender, marital status,  
education, financial literacy, and culture all 
influence the participation rate. Income is  
crucial to the financial market participation. 
Grinblatt, Keloharju, and Linnainmaa 
(2011) suggest that household income and 
education are all key contributors to financial 
market  participation. Education is found to 
have a strong positive effect on households’  
stockownership (Haliassos & Bertaut, 1995). 
Cole and Shastry (2009) report a remarkable  
7% to 8% increase in the probability of 
financial market participation with only 
one  additional year of schooling. Van Rooij, 
Lusardi, and Alessie (2011) find that those 
with low  literacy are much less likely to invest 
in stocks. Nguyen (2006) finds household 
financial  activity in Vietnam is determined 
by household size and agricultural work rather 
than  distance to the nearest bank branch.  

	 This paper contributes to the analysis 
of Chinese financial market participation and  
aims to determine how to increase wealth 
accumulation through participating in formal  
financial markets. It also gives particular 
predicted probabilities of households holding  
investment products and loans. 

Data

	 We obtained the data from the China 
Household Finance Survey (hereafter CHFS), 
a  nationally representative survey in China 
conducted by the Survey and Research Center 
for  China Household Finance1 from 2011 to 
2013. It examines detailed information about 
household finances and assets including non-
financial assets, financial assets and other  

1	 The Survey and Research Center for China 
Household Finance is based at Southwestern  
University of Finance and Economics. 

household assets. It collects demographic 
data and labor income on an individual basis 
as  well as financial market participation 
of households. The non-response rate was  
11.6% (16.5% in cities and 3.2% in rural 
areas relatively), which is lower than that of 
other  finance surveys conducted in China 
in the past, such as the Survey of Consumer 
Finance in  2010. It was conducted by face-
to-face interviews with 29,324 individuals in 
8438  households2 covering 29 provinces and 
1,048 communities.  

Individual Labor Income Study

	 This study uses individual data set 
from the CHFS, excludes unemployed and 
retired  individuals, and uses a subset of 
respondents who reported being employed 
at the time of  the survey, reported their 
annual labor income (or being imputed3 by 
CHFS), and were no  younger than 16 years 
old. Self-employed workers, freelancers, 
and farmers are included in  the analysis as 
the salary gap of these occupations is an 
essential determinant of the urban-rural gap 
in annual labor income. The analytic sample 
of N=7,074 is derived from list-wide  deletion 
of respondents who had missing values on 
individual labor income or any one of  the 
demographic variables of age, marital status, 
gender, education levels, occupation types  
and living in an urban area. Table 1 shows the 

2	 Respondents of individual and household 
data sets are same but the head of family  
answers household survey.  

3	 In order to solve the problem of missing 
data, some important variables are imputed 
by the CHFS, this paper will use actual 
individual income as well as imputed 
individual income as dependent variables. 
The imputed variable of individual income 
is 34.10% in a sample size of 7,079 in this 
study.

basic demographic data for relevant  variables.

	 Respondents’ annual labor income 
is in RMB. The individual labor income 
contains  income they gain from their first job 
and second job if applicable. Marital status 
has three  levels: single, married or living with 
a partner, separated or divorced or widowed. 
We  examine human capital, measured by 
education level and occupation types. The 
CHFS uses nine rank ordered degrees to 
represent education levels of respondents: 
never attended  school, primary school, junior 
high, high school, secondary/vocationalschool4, 

4	 Secondary/vocational schools refers to the 
same level of education as high school but  
graduates will go to work directly rather 
than going to universities in China.

college/vocational5, undergraduate degree, 
Master’s degree, and PhD degree. According 
to  the average education level in mainland 
China and the nine year compulsory 
education  system which requires people to 
finish their junior high school education, this 
study uses  simplified variables to represent 
the educational achievement of respondents: 
below  primary school or primary school 
education, junior high school education, 
senior high  education, and four-year college 
degree or above. We also use a simplified 
classification of  occupation: farmers, self-
employed or freelance workers, and employed 
by other parties,  including government 

5	 College/vocational refers to two or three 
years of college education but does not offer  
bachelor’s degrees to graduates.

Table 1 
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agencies, public institutions, military, NGOs, 
private enterprises, and  others. The annual 
salary difference between occupations, 
especially between farmers and  employees 
of formal enterprises, has an impact on the 
urban-rural labor income inequality  since 
farmers earn far less than employees in China.  

	 In general, the average annual 
individual labor income of urban residents 
is much  higher than that of rural residents. 
The average annual labor income in rural 
areas is only  62.51% of that in cities. Table 1 
shows us the general level of wage inequality 
in rural and  urban areas in China. Rural and 
urban residents do not have a large age gap, 
but rural  residents tend to be younger than 
urban residents. Because farming requires 
heavy  physical labor and because of the 
tradition of a preference for sons in rural 
areas, men  constitute a larger percentage of 
the total population when compared with 
cities. Married  people and people living 
with a partner make up the major part of the 
respondents of our  sample, but the rural area 
has a larger single percentage. 
   It is interesting to note that there is a big 
difference in human capital, measured by  
education and occupation. As expected, 
urban residents have higher education in 
general  compared with rural residents. 
Especially the percentage of lowest education 
level in rural  areas is more than twice of 
that in urban area. Moreover, the percentage 
of respondents  with a four-year college 
degree or above is much lower in rural areas 
than in cities, which  implies that higher 
education is not balanced. It is worth noting 
that higher education or  even the nine year 
compulsory education system is not universal 
and promoted all around  China.  Since the 
percentage of farmers is not significant in our 

sample, farming has the  smallest percentage 
in both cities and rural areas. However, 
farming is more common in  rural areas.  

Household Financial Market 
Participation Study

	 The CHFS provide information 
on household characteristics including 
household  sizes, subjective attitude toward 
finance, non-financial assets, financial 
assets, income, and  expenditures. Because 
this paper studies the difference between 
household financial  market participation in 
rural and urban areas, it will focus on three 
main financial activities:  investment products 
holdings, formal loans holdings, and informal 
loans holdings. After  excluding respondents 
who do not report having any of the variables: 
holding investment  products, holding 
formal, informal loans and responding to 
questions about demographic categories, the 
sample size for investment products analysis is 
7,343 households and 8,050  households for 
having loans. 

	 This study also examines holding 
investment products, having formal loans,  
informal loans, annual household income 
(RMB), household size, using credit cards, 
using  any formal sources of information from 
media (newspapers, magazines, television, 
radio,  and Internet6), owning non-financial 
assets (land, real estate, and vehicles), and 
interest in  economics, politics, and social 
topics. We also include a variable that 
measures the patience  of respondents and 
financial knowledge about interest rates and 
returns to make long-term  financial plans.  

6	 SMS is counted as an informal source 
since people in china often use SMS as 
interpersonal  communication.

	 This paper studies investment 
products holdings including owing stocks, 
bonds,  mutual funds, derivatives, or 
wealth management products7 by analyzing 
categories such  as no available or convenient 
financial service8, thinking the market is 
bad9, insufficient  knowledge of investment 
products10, and respondents’ investment 
attitudes. The above  variables are represented 
as dummies: they will be counted as “1” if 
respondents answered “yes” and “o” otherwise, 
except investment attitude which has four 
levels: above average  risk and return, average 
risk and return, below average risk and return, 
and not willing to  answer or do not know11.  

	 To study Chinese households’ loan 
holdings, this paper counts having loans from 
a  formal bank as formal loans and borrowing 
from relatives, friends and colleagues, informal  
financial organization, and others as informal 
loans. Insufficient knowledge of loans or  
inconvenience of application is counted as 
1 if respondents choose “do not know how 
to  apply”, “do not have confidence the loan 
would be grated at all”, or “the application 
process  is too troublesome”.

7	 Financial products do not include deposits, 
funds bonds, equities, derivatives, business  
assets, real estate, and personal property. It 
includes those offered by banks, brokers, or  
trust. 

8	 Including too far away from the security 
company, do not know where to open an 
account,  cumbersome procedures, and 
limited financial resource. 

9	 Including too risky, returns are too slow, lost 
money previously, and term is too long. 

10 Including do not know how to open an 
account, lack relevant knowledge, never 
heard of  them, and afraid of being cheated. 

11 The precise wording of the question can be 
found in the appendix: CHFS survey Part 1 
A4012. 

	 Table 2 displays demographic statis-
tics of household financial market participa-
tion, showing the large rural-urban difference 
in the average and medium annual house-
hold  income. Indeed, the urban average an-
nual household income is more than twice of 
that of  rural households. Rural households 
have higher average household size than ur-
ban  households, which could be explained 
by higher demand of agricultural labor and 
relatively  flexible one child policy in rural 
areas. For women who had a second child, 
those whose  first child had been a daughter 
were often officially permitted to have a sec-
ond child under  the reformed family plan-
ning policy in rural China (Hesketh, Li, and 
Zhu 2005). Moreover,  rural households have 
much higher agricultural work participation 
than expected.  Respondents to this survey 
have a high percentage of owning non-finan-
cial assets including  land, real estate, and ve-
hicles, but the rural-urban gap is not remark-
able. Rural households  usually own land as 
non-financial assets, having a higher percent-
age than urban  households in this category.  

	 The difference of subjective attitude 
toward finance is not significant between ru-
ral  and urban areas. Urban respondents have 
a higher rate of using any formal sources of  
information from media, but both groups of 
respondents have a low percentage (less than  
10%) in only using informal sources. Com-
pared with rural respondents, urban house-
holds  are more impatient in financial invest-
ment, whereas rural respondents are more 
willing to  wait for higher return. 

	 Urban residents have an overwhelm-
ingly higher rate of having investment prod-
ucts  (14.03% compared with 1.87% of rural 
households) and express that the stocks and 
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Table 2 bonds  market is bad for investment. Rural 
households show a large percentage in reflect-
ing  insufficient knowledge of investment 
products. However, the availability and con-
venience  of investment services are not sig-
nificantly different between rural and urban 
areas as well  as investment attitude, but most 
respondents accept below- average risk and 
return.  

	 The rate of having formal loans 
is 15.2% and the rate of having informal 
loans is  33.12%. These numbers are not 
high in general, probably because not all 
respondents are  in need of loans. Ma and Yi 
(2010) states that the average saving rate has 
been rising over  time, so that the aggregate 
marginal propensity to save exceeds 50% in 
the 2000s. High  savings imply that people 
have sufficient funds and do not often need 
loans. However, the informal loan rate has a 
large gap between rural and urban regions: 
the percentage of  having informal loans in 
rural areas is 1.5 times that of cities. 

Methodology

Individual Labor Income Study

	 In this section, we employ 1) 
Duncan’s D-index of dissimilarity, 2) OLS 
regression,  and 3) regression decomposition 
methods to examine determinants of rural-
urban labor  income inequality. 

	 We first use Duncan’s D-index of 
dissimilarity (Duncan and Duncan, 1955) 
to  measure the compositional differences 
among categorical factors (marital status, gen-
der,  education levels, and occupation types) 
and the mean differences between rural and 
urban  areas among continuous factors (labor 

income and age). This index is a measurement 
of  social segregation, sensitive to changes in 
population distribution (Social research up-
date, 2000). It is calculated as 

w h e r e U is the 

total number of the urban residents, uj is the 
number of urban residents in the j-th group, 
R is the total number of the  rural residents, 
and rj is the number of rural residents in the 
j-th group. The D-index can be  interpreted as 
the percentage of urban (or rural) who need 
to switch groups before urban  and rural dis-
tributions become equal. 
Secondly, as described below, an OLS regres-
sion model as shown in equation (1) is  de-
veloped to examine the associations of the 
logarithm of annual individual labor income  
(Y) with age, gender, education levels, marital 
status, occupation types and urban residency. 

	 To examine how much rural-urban 
differences in the means of each independent  
variable explain the average labor income gap, 
we apply an OLS regression model which 
eliminates “β7urban” separately on urban 
and rural laborers as shown in equation (2).
	

	 The decomposition method is similar 

Ln(Y) = β0 + β1age + β2age2 

+ β3male + β4education + β5marital 

+ β6occupation + β7urban

(1)

Ln(Y) = β0 + β1age + β2age2 

+ β3male + β4education + β5marital 

+ β6occupation

(2)
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education are explained by the sum of mean  
differences on all the dummies). They show 
the percent of the ln labor income gap that 
is  explained by mean differences in each ex-
planatory variable, with two estimates pro-
vided- one using urban and one using rural 
coefficients.

Household Financial Market 
Participation Study

	 We employ 1) Duncan’s D-index of 
dissimilarity and 2) logistic regression models 
to examine determinants of household finan-
cial market participation. Using Duncan’s D-
index of dissimilarity, we measure the mean 
difference between rural and urban areas to  
measure continuous factors (income and 
household size) and the compositional dif-
ference  among categorical factors (all other 
variables). 

	 The logistic regression model–equa-
tion (3)–assesses the associations of holding  
investment products with annual household 
income, household size, financial knowledge 
and patience of respondents, investment at-
titude, urban residency, having a credit card,  
being interested in economics, politics, and 
social topics, having non-financial assets,  
having no available or convenient financial 
service, thinking the market is bad, and hav-
ing  insufficient knowledge of investment 
products as described in the data section. p  
represents the probability of having invest-
ment products: 

to those of Chang and England (2011), who 
show a precise amount of gender wage gap 
that is explained by discrimination in  indus-
trialized East Asia. It was developed from an 
extended model of the Oaxaca  decomposi-
tion method (1973). Kim and Shirahase 
(2014) use the same method in testing  cross-
Hnational differences in income distribution 
between males and females.  

	 As Chang and England (2011) have 
pointed out, coefficients of regression for  
separated groups tell us the rate of return to 
a unit change in the variable. Oaxaca (1973)  
and Jones and Kelley (1984) argue that co-
efficients of separated groups (urban and ru-
ral)  equally evaluate how much differences 
in the means of each independent variable 
explain  the average labor income gap. There-
fore, we present the results of the percentage  
explained by independent variables by using 
both urban and rural coefficients. Using ru-
ral  coefficients, we examine how different the 
average ln labor income of rural respondents  
would be if rural people retained their rate of 
return to the factor but moved to the urban  
group. The equation is given as follows: 

The percent of ln income gap explained by 
the mean difference in each independent  
variable is achieve by taking the product of 
the independent variable’s mean difference 
and  its coefficient, which is then divided by 
the mean difference between urban and rural 
in ln  labor income (Dummy factors such as 

	     = β0 + β1HHI + β2urban 

+ β3formal + β4cc + β5patience + β6nfa 

+ β7size + β8serv + β9topics + β10bad market 

+ β11insufficient knlg + β12investment attitude

(3)

	 Another logistic regression model–
equation (4)–estimates the association of hav-
ing formal loans from banks with all indepen-
dent variables, including annual household  
income, household size, financial knowledge 
and patience of respondents, urban residen-
cy,  having a credit card, being interested in 
economics, politics, and social topics, hav-
ing non-financial assets, having insufficient 
knowledge of loans or inconvenient applica-
tion process. The CHFS combines questions 
of knowledge of loans and the convenience 
of loan services together so these two aspects 
are considered as one dummy variable reflect-
ing the level of  understanding and the service 
of loans. p is the probability of having formal 
loans:   

	 The above expression is also applied 
to informal loans, where p represents the 
probability of having informal loans.  

Results

Results of Individual Labor Income 
Regression Model and Decomposition

	 The difference in the distributional 
disparity between urban and rural laborers  
varies in education levels and marital status as 
shown in Table 3.   

	 The D-index for level of education is 
the highest among all variables, meaning that 
as  many as 34.45% of rural laborers would 
need to change their educational degrees to  
achieve balance with the educational distribu-

tion of laborers in urban areas, or vice versa.  
Besides this highest compositional difference 
in education due to the unbalance of  educa-
tional resources, there is also a relatively high 
level of rural-urban segregation in  marital 
status when compared with gender and oc-
cupation. The D-index for marital status  is 
12.99%, showing that 12.99% of rural labor-
ers would need to change the distribution of  
marital status to have the same distribution 
as urban laborers. The demographic data of  
marital status in Table 1 shows that rural areas 
have a higher percentage of single people,  but 
marital status is partially influenced by age. 
Older people would have higher percentage 
of being married or living with a partner. It 
can be shown that the mean difference of age 
is 2.74: rural residents are 2.74 years younger 
than urban residents on average. Therefore, 
the D-index of marital status is not influential 
or significant. 

	 With this understanding of the dif-
ferences in urban and rural attributes, we now 
consider the analysis of earnings. The urban-
rural earning gap, measured by the urban-ru-
ral difference in the average logarithm of an-
nual individual labor income, is 0.46. Urban  
residents earn RMB 12,037.65 ($1,965.97) 
more than rural residents in China on aver-
age. 

	 Table 4 presents the results of OLS 
regression–equation (1). The joint signifi-
cance of age, gender, education and occu-
pation were statistically significant with the 
overall F-test (p<0.0001). However, marital 
status was not statistically significant. Hold-
ing other  independent variables constant, 
older people had a higher annual labor in-
come, which  could be explained by increased 
working experience. Holding other factors 

	     = β0 + β1HHI + β2urban 

+ β3formal + β4cc + β5patience + β6nfa 

+ β7size + β8topics + β9serv&knlg 

(4)
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Table 3 

constant, men earn 28.48% more than wom-
en in China, demonstrating a large gender 
gap in annual labor  income.  

	 Education levels have a significant ef-
fect on annual labor income: the annual labor  
income increases with higher education lev-
els achieved. When comparing respondents  
who received a four-year college degree or 
above with people who only attended pri-
mary  school or below, the OLS results show 
a college degree or above is associated with 
110.55% higher annual income than primary 
school, holding other factors constant. Occu-
pation also illustrates the income difference 

between farmers, the self-employed and those 
employed  by others. Among respondents, 
both the self-employed and those employed 
by others earn over 100% more than farmers 
in China, controlling for other variables.  

	

	

Table 4 



-62- -63-ECONPress Jin

	Table 5 Table 6



-64- -65-ECONPress Jin

	 Table 5 refers to the amount of the 
urban-rural gap caused by the urban-rural  
difference in each independent variable. The 
results of decomposition show that over-
all, 78.96% of the annual labor income gap 
can be explained by using urban coefficients;  
72.06% of the gap can be explained using 
rural coefficients. The difference of using ur-
ban and rural coefficients is small. Among all 
independent variables, education contributes  
more than 50% of the annual labor income 
gap, followed by occupation and age. The 
main  difference in education is that 19% of 
rural respondents are graduates of four-year 
college or above, while only 5% of rural re-
spondents are. Meanwhile, the coefficient of 
this factor is the highest, representing strong 
influence on annual labor income and then 
on rural-urban income gap. 

Results of Household Financial 
Market Participation

	 The index of dissimilarity is reported 
in Table 3. Among all categories, the differ-
ence in household subjective attitude toward 
finance (such as sources of information, pa-
tience, and interests) is not significant from 
the result of Duncan’s D-index of dissimi-
larity. Together with having credit cards and 
non-financial assets, they are all below 10%. 
The high index of dissimilarity appears in the 
knowledge of investment products, indicat-
ing that 19.89% of rural workers would need 
to change to “have sufficient knowledge of  \
investment products” in order to achieve 
balance with the distribution of household  
workers, and vice versa. Besides their promi-
nent compositional difference, lack of  knowl-
edge of loans and inconvenience of loan ap-
plication also stands out among all  categories. 
And 17.95% of rural workers would need to 

change their opinions toward the market in 
order to be balanced with the distribution 
of urban households (vice versa). There are 
rural urban differences in owning invest-
ment products and informal loans. Rural  has 
higher household sizes and lower household 
income, representing a higher financial pres-
sure to maintain daily expenditure.  
	
	 Table 6 reports the results of the lo-
gistic model–equation (3)–of holding  invest-
ment products. Annual household income, 
living in urban areas, household size, having a 
credit card, being interested in economic top-
ics, having no available service, and having in-
sufficient knowledge of investment products 
are statistically significant. The Chi-square 
test of investment attitude also shows invest-
ment attitude’s statistical significance.  

	 In general, the odds ratio of holding 
investment products increases with house-
hold income, living in urban areas, having a 
credit card, and being interested in econom-
ics, politics and social topics. Conversely, 
larger household size, not having available 
or  convenient financial service, having in-
sufficient knowledge of investment products  
decreases the log of odds. Meanwhile, using 
formal sources of information, having non- 
financial assets, and investing above average 
risk and return is positively associated with  
the log of odds, but they are not statistically 
significant.  

	 Indeed, holding other variables con-
stant, living in urban areas results in 379.1%  
increase in the odds of having investment 
products. A 1% increase in household income 
is associated with a 0.5% increase in the odds 
of having investment products, controlling 
for  others. This confirms that urban house-

holds with higher household income tend to 
have a larger probability in owning invest-
ment products than rural households with 
lower household income. We can also con-
clude that households responding that they 
have no  available or convenient financial ser-
vice are associated with a 52.7% decrease in 
the odds of having investment products and 
insufficient knowledge with a 51.0% decrease 
in the  odds, controlling for other variables. 
These results verify that financial knowledge 
and  available financial service influences the 
financial market participation rate in terms of  
investment products.  
	
	 The following hypothetical cases 
show how our model predicts the probability 
of having investment products taking into ac-
count living in urban areas, annual household  
income, insufficient knowledge and the avail-
ability of service:
 

Case 1: Rural and urban households:  
The predicted probability of hav-
ing investment products for urban 
households with  medium household 
income RMB 26,900 ($4,393.27), 
average household size 3.52  people 
(N=7,347) and all other reference 
variables is 5.04%. With other vari-
ables  constant, a rural household 
with average income only has a 
1.52% probability of  having invest-
ment products.  

Case 2: Different levels of annual income 
for urban households:  

The predicted probability of having 
investment products for urban house-
holds with 75% percentile annual 
income (RMB 50,200($8,198.60)), 
average household size  3.52 people, 

and all other reference variables is 
10.32% (higher than 5.04%). 

Case 3: Comparison of having and not 
having available and convenient financial  
services for urban households:  

The predicted probability of hav-
ing investment products for urban 
households with  medium household 
income, average household size 3.52 
people, reflecting no  available and 
convenient financial services, and all 
other reference variables is 3.38% 
(lower than 5.04%).  

Case 4: Comparison of sufficient and insuf-
ficient knowledge for urban households:  

The predicted probability of hav-
ing investment products for urban 
households with  medium household 
income, average household size 3.52 
people, reflecting  insufficient knowl-
edge of investment products, and all 
other reference variables is 3.51% 
(lower than 5.04%).  

	
	 Overall, the probability of holding 
investment products is low. Household in-
come, available and convenient financial ser-
vices, and financial knowledge are positively 
related  to the probability. As a way to gen-
erate wealth, holding investment products 
demonstrates  a large gap between urban and 
rural households. 
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	 Table 7 presents the results of logis-
tic model of holding formal loans–equation 
(4). All independent variables are statistically 
significant except living in urban areas and  
formal sources of information. The overall 
test for financial knowledge and patience of  
respondents is also statistically significant at 
the 99.9% level of significance. It is surpris-
ing that living in urban areas is not statisti-
cally significant, while it suggests no obvious  
difference in urban and rural households in 
having formal loans from banks. As expected,  
the household income is influential in de-
termining the probability of having formal 
loans. Holding other variables constant, a 
1% increase in annual household income in-
creases the  odds of having formal loans from 
banks by 3%. Increasing household sizes in-
creases the potential of having formal loans 
from banks: one unit increase in household 
size is  associated with an 11.7% increase in 
the odds of having formal loans, controlling 
for other variables. Meanwhile, having non-
financial assets increases the odds ratio by 
689%, which  is extremely high. However, it 
can be argued that households apply for loan 
mainly in order  to purchase non-financial as-
sets such as real equity, land, and vehicles.  

	 Table 8 presents the results of the lo-
gistic model of having informal loans–equa-
tion (4). From Table 8, annual household 
income, living in urban areas, household size, 
having non-financial assets, and insufficient 
knowledge of loans or inconvenience of ap-
plication  processes are statistically significant. 
Especially, living in urban areas reduces the 
odds ratio by 19.74%, controlling for other 
variables. Increasing household income by 
1% will reduce the odds ratio of having infor-
mal loans by 0.082%, holding other variables  
unchanged. These results confirm the rural-

urban gap in holding informal loans and  
demonstrate that higher household income 
reduces rate of informal loans. The results are  
compatible with Nguyen (2007) who argues 
household size determines financial activities  
in rural Vietnam. However all three cases of 
financial activities shows financial services  in-
fluence financial activities, indicating a differ-
ence between China and Vietnam.  

	 Here are comparisons of the proba-
bility of different hypothetical cases for hold-
ings  of informal loans: 

Case 1: Rural and urban households:  
The predicted probability of having 
informal loans for rural households 
with  medium household income 
RMB 30,000($4,899.56), average 
household size 3.49 people and all 
other reference variables is 21.37%. 
With other variables constant, an 
urban household with medium in-
come only has a probability of hav-
ing informal loans 17.90%. (less than 
21.37%)  

Case 2: Different levels of annual income 
for urban households:  

The predicted probability of having 
informal loans for urban households 
with 75%  percentile annual income 
(RMB 55884.18 ($9,126.93)), av-
erage household size 3.49  people, 
and all other reference variables is 
17.17%. The difference in household  
income is not as obvious as expected, 
but increasing household income is 
negatively related to informal loans.   

Case 3: Comparison of having insufficient 
knowledge of loans and inconvenience of  

application process for urban households:  
The predicted probability of having 
informal loans for urban households 
with  medium household income, av-
erage household size, reflecting insuf-
ficient knowledge of loans and incon-
venience of application process for 
urban households, and all other refer-
ence variables is 49.38%. (more than 
17.90%) Compared with households 
with knowledge of loans and conve-
nience of application process, these 
households usually turn to informal 
loans as alternatives. 

	
	 In general, households have a high 
rate of participating in informal loan markets. 
Rural households more likely have informal 
loans than urban households. Improving fi-
nancial knowledge and convenience of formal 
loan’s service can largely reduce the probabil-
ity and alleviate the situation. 

Conclusions and 
Policy Recommendations

	 Our models and decomposition are 
able to explain portions of income and wealth 
inequality between rural and urban China. 
The D-index of individual laborers shows that  
the largest gap in rural and urban areas is edu-
cation distribution. Higher education highly  
increases individual labor income while par-
ticipating in agricultural works reduces labor  
income when compared with other occupa-
tions. The study confirms on the basis of  in-
dividual data about labor income that educa-
tion and occupation contribute more to the  
individual labor income gap between rural 
and urban areas, revealing that human capital  
should be a crucial target in policy making. 

	 The household data reveals a rural-
urban difference in holding investment prod-
ucts  and informal loans but the difference 
in formal loans participation rate is not sig-
nificant for rural and urban households. The 
overall participation rate in the formal finan-
cial market is low but informal loans markets 
are active in China. Household income is 
positively and significantly related to the par-
ticipation rate, confirming a previous study 
that income is an indicator of financial mar-
ket participation. The availability and con-
venience of financial services and sufficiency 
of knowledge also improve the participation 
rate.  
	
	 Turning to the policy implications of 
these findings, we concentrate on those areas  
where human capital would be a central con-
sideration, such as education and occupation.  
Improving education in rural areas to raise the 
rate of higher education would minimize the 
education gap and then target the individual 
labor gap. Because income inequality between 
agricultural workers and other laborers is still 
remarkable, subsidizing and  improving farm-
ers’ income can be highly effective in dealing 
with income inequality. 
	
	 The high difference between rural and 
urban financial market participation rates im-
plies that developing rural financial services, 
simplifying registration and application pro-
cesses, and promoting financial knowledge 
about investment products and loans could  
increase financial market participation, help 
households accumulate wealth, and alleviate  
rural-urban wealth inequality. 

	 Our result directs more attention to 
the importance of human capital to explain 
the rural-urban variation. However, for in-



-70- -71-ECONPress Jin

dividual income study, further research is 
necessary to identify other potential reasons 
in determining the individual labor income 
gap or to use  more detailed categories than 
those used here to interpret the remaining un-
explained  portion of the income gap. Since 
the decomposition method is based on OLS 
regression, another future improvement that 
could be done is to design a decomposition 
method for  logistic regression in order to ex-
plain the wealth inequality. 

Appendix

1. The precise wording of the survey ques-
tion can be found on the website of 
China Finance Household Survey: 
http://www.chfsdata.org/intro814.
html 
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