“Do As I Say, Not As I Do:” Challenges in Delegating Decisions to Automated Agents
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ABSTRACT
There has been growing interest, across various domains, in computer agents that can decide on behalf of humans. These agents have the potential to save considerable time and help humans reach better decisions. One implicit assumption, however, is that, as long as the algorithms that simulate decision-making are correct and capture how humans make decisions, humans will treat these agents similarly to other humans. Here we show that interaction with agents that act on our behalf or on behalf of others is richer and more interesting than initially expected. Our results show that, on the one hand, people are more selfish with agents acting on behalf of others, than when interacting directly with others. We propose that agents increase the social distance with others which, subsequently, leads to increased demand. On the other hand, when people task an agent to interact with others, people show more concern for fairness than when interacting directly with others. In this case, higher Psychological distance leads people to consider their social image and the long-term consequences of their actions and, thus, behave more fairly. To support these findings, we present an experiment where participants engaged in the ultimatum game, either directly or via an agent, with others or agents representing others. We show that these patterns of behavior also occur in a variant of the ultimatum game, the impunity game, where others have minimal power over the final outcome. Finally, we study how social value orientation—i.e., people’s propensity for cooperation—impact these effects. These results have important implications for our understanding of the psychological mechanisms underlying interaction with agents, as well as practical implications for the design of successful agents that act on our behalf or on behalf of others.

Categories and Subject Descriptors
I.2.11 [Artificial Intelligence]: Distributed Artificial Intelligence – Intelligent Agents; J.4 [Social and Behavioral Sciences]: Economics, Psychology
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1. INTRODUCTION
Recent times have seen increased interest in automated computational systems that make decisions on behalf of people [1]-[8]. These systems have the potential to save considerable time and effort by helping humans reach optimal decisions in complex negotiations or other economic settings [1]-[5]. They can help business leaders reduce labor cost, improve quality, enforce company policy, and work around the clock [6]. They also have the potential to free us from mundane activities, such as driving [7] and they can deliver merchandise for us very efficiently [8]. For these and other reasons, there has been considerable investment in applying these automated agents in health, finance, retail, driving, manufacturing, robotics, defense, etc.

One implicit assumption when creating these systems is that if these agents implement correct decision algorithms and capture how humans make decisions in similar settings, then people will behave with them similarly to how they do with humans. In fact, initial theories of human-computer interaction suggest that to the extent that agents display social cues (e.g., interactivity, verbal and non-verbal behavior), people will treat them in a fundamentally social manner and apply the same rules they use when interacting with humans [9]-[14]. However, recent studies suggest that people still make important distinctions in their behavior with computers, when compared to humans [15]-[17]. These results show that in the same economic tasks, for the same financial incentives, people make more favorable decisions with humans than computers [18]-[21], and show patterns of higher brain activation with humans [22]-[24]. These studies, though, focus on computers that acted on their own behalf; in contrast, here we are interested in people’s behavior with agents that act on behalf of humans. The answer to this research question is, comparatively, much less well understood.

This paper, therefore, explicitly tests whether agents that act on behalf of humans are treated in the same manner as humans. To accomplish this, we present an experiment where participants engaged in the ultimatum bargaining and the impunity games, as
proposers, with other humans or agents representing other humans. Moreover, participants either made decisions directly with their counterparts or via an automated agent. Our results show that there are fundamental differences in the way people behave with these automated agents, when compared to humans; moreover, people act differently with agents that represent them, when compared to agents that represent others. Specifically, the results show that people will task their agents to behave fairly (“Do as I say”), but will act selfishly with agents that represent others (“Not as I do”). Finally, we look at how power – i.e., the counterpart’s ability to shape the final outcome – and social value orientation – i.e., an individual trait that measures people’s propensity for cooperation – influence these effects.

1.1 Social Distance & Agents That Act on Behalf of Others

As mentioned above, initial theories of human-computer interaction predict that, in social settings, people will interact with agents in the same manner as they would with humans [5], [9]-[14]. The argument is that in such settings people use cognitive heuristics and apply the rules of human-human interaction in human-agent interaction. Thus, in our case, the prediction is that: People’s decisions would be as favorable with agents that act on behalf of humans, as with humans.

Research on the effects of social distance on decision making [25]-[31], however, suggest that people will distinguish between interacting with humans directly vs. interacting with an automated agent that acts on behalf of humans. In this research, social distance between participants and their counterparts was achieved by manipulating anonymity, familiarity with others, temporal distance, and physical distance. Hoffman, McCabe, and Smith [25], [26] showed that in conditions of full anonymity – i.e., participants could not be identified by their counterparts or the experimenters – people offered much less than when anonymity was not preserved. Researchers also showed that people offered more in a dictator game to friends than strangers [27], [28]. Pronin, Olivola, and Kennedy [29] demonstrated that temporal distance also affected decision making; in their studies, people showed larger psychological distance between their future selves, who were treated the same as different people, than their present selves. Finally, various researchers have shown that physical proximity can lead to increased cooperation (e.g., [30], [31]). These results, thus, suggest that people will perceive agents that act on behalf of other humans as being more socially distant than the humans themselves. Therefore, in contrast to the prediction in the previous paragraph, we advanced the following hypothesis:

Hypothesis 1: People’s decisions will be more favorable to humans than to agents that act on behalf of other humans.

1.2 Social Image & Agents that Act on Our Behalf

When people interact via an agent, the physical distance to their counterparts increases. Thus, a straightforward application of the argument presented in the previous section should lead to the following hypothesis:

Hypothesis 2a: People’s decisions when engaging with others via an agent should be less favorable than when interacting with others directly.

However, interacting with an agent that represents us is different than interacting with agents that represent others. In contrast to the latter case, when people task an agent to be their representative, they are likely to take special considerations for one’s reputation or social image. An automated agent is a persistent representation of the person’s values and is likely to engage in multiple interactions with various counterparts. Thus, rather than take solely into account the short-term impact, people will also consider the long-term effect of their choices. For all these reasons, people have added incentive to behave fairly when interacting via an automated agent.

Supporting this view, research in the behavioral sciences shows that people tend to behave more fairly when their actions impact their reputations [32], [33] or are being watched by an audience [34]. In a related line of research, construal level theory [35] argues that people focus on concrete and specific aspects of events or objects that are perceived to be psychologically close; in contrast, people focus on more abstract and global aspects when something is perceived to be more psychologically distant. Accordingly, studies demonstrate that when people adopt an abstract level of construal (the “big picture”), rather than focus on the particular interaction they are involved in – and, thus, seek a short-term selfish reward – they, instead, cooperate more in social and moral dilemmas [36]-[38], as well as in negotiation [39], [40].

Thus, we advance a second competing hypothesis:

Hypothesis 2b: People’s decisions when engaging with others via an agent should be more favorable than when interacting with others directly.

We next consider how two factors that usually have important consequences in social interaction – power and social value orientation – impact decisions with automated agents.

1.3 Power

Power can be broadly defined as the ability to exert influence on other people [41], [42]. In social decision making, one party often has more power than the other and this leads to important consequences to the way people behave and to the final outcome. Research shows that powerful parties tend to have higher aspirations [43], demand more and concede less [44], and be more likely to use threats to get their way [45]. Because power plays such a critical role, we also wanted to explore how this situational factor moderates people’s offers with automated agents. To accomplish this we compared behavior in the ultimatum game – where the responder has considerable power, in that if s/he rejects the offer, no one gets anything – with the impunity game – where the responder has little power, in that s/he can only symbolically reject the offer, without affecting the outcome for the proposer. Since it was not clear, however, how power would interact with the type of automated agents involved, we advanced a research question:

Research Question 1: How will counterpart power influence people’s decisions when they are interacting via or with agents?
1.4 Social Value Orientation

Whereas power is a situational factor, social value orientation (SVO) is an individual factor that captures one’s propensity for cooperation [46], [47]. This trait distinguishes between two types of individuals: cooperators (or prosocials) and non-cooperators (or proselfs). The former tend to cooperate by default, though they are able to adjust their behavior in the presence of non-cooperators. Non-cooperators, on the other hand, tend to act selfishly by default, and often need external incentive to cooperate. SVO is argued to be a stable personality trait that is shaped by biology and one’s early history of social interaction. Several studies have demonstrated that this trait has a powerful influence on people’s decision making in social settings [48], [49]. In our work, we wanted to study whether this individual trait could impact behavior with automated agents. Thus, we advanced a final research question:

Research Question 2: How will social value orientation influence people’s decisions when they are interacting via or with agents?

2. EXPERIMENT

To test our hypotheses and address our research questions, we ran an experiment where participants engaged in the ultimatum game with automated agents that either represented the participants themselves or the counterparts. To manipulate power, participants also engaged in a variant of the ultimatum game – the impunity game – where counterparts are given little power over the final outcome.

2.1 Methods

Design. The experiment followed a 2 × 2 × 2 mixed factorial design: Responder (Human vs. Agent; between-participants) × Proposer (Human vs. Agent; between-participants) × Power (Ultimatum game vs. Impunity game; within-participants). Participants always assumed the role of proposers.

Tasks. In the ultimatum game [50], there are two players: a proposer and a responder. The proposer is given an initial endowment of money and has to decide how much to offer to the responder. Then, the responder has to make a decision: if the offer is accepted, both players get the proposed allocation; if the offer is rejected, however, no one gets anything. The standard rational prediction is that the proposer should offer the minimum non-zero amount, as the responder will always prefer to have something to nothing. In practice, people usually offer 40 to 50 percent of the initial endowment and low offers (about 20 percent of the endowment) are usually rejected [51]. This behavior is usually explained by a concern with fairness and a fear of being rejected [52].

The impunity game is similar to the ultimatum game [53], [54]. The proposer is given an initial endowment of money and makes an offer to a responder, who must decide whether to accept or reject the offer. The critical difference is that, if the offer is rejected, the responder gets zero, but the proposer still keeps the money s/he designated for her/himself. A rejection by the responder, thus, does not impact the proposer’s payoff and is only symbolic. The impunity game can therefore be seen as a version of the ultimatum game where responders are given less power over the outcome. Experimental results with this game show that proposers tend to offer less than in the ultimatum game, though still above the rational prediction of zero [53].

In our experiment, participants were always assigned the role of proposers. In each game, participants were given an initial endowment of 20 lottery tickets. They could make an offer ranging from 0 to 20 tickets. These tickets had financial consequences as they would enter lotteries (one per game) worth $30. Participants were assigned to one of the four possible Proposer × Responder conditions, and played one round of the ultimatum game and one round of the impunity game. The order in which these games was presented was counterbalanced across participants. Before engaging in the actual games, participants read the instructions, were quizzed on the instructions, and completed a tutorial. The interface was also different for these games in terms of colors and icons on screen to make sure people did not confuse the two games. A snapshot for the ultimatum game is shown in Figure 1.

Figure 1. A snapshot of the ultimatum game software.

Responders. Participants were told that the counterparts were either other participants or automated agents that would make decisions on behalf of other participants. Moreover, they were informed that they would play with a different counterpart in each game (i.e., they would play at most once with the same human or agent counterpart). In reality, however, independently of the counterpart type, participants always engaged with the same computer script. To make this manipulation believable, we had people connect to a fictitious server before starting the task for the purposes of “being matched with other participants”.

---
1 The dictator game is another well-known variant of the ultimatum game where the responder always has to accept what the proposer offers and, in this case, isn’t even allowed to make a symbolic rejection. The responder, thus, has the least amount of power among the three games. However, since the responder – human or agent – doesn’t have to make any decision, we consider the dictator game to be out of scope for our research objectives.

2 Using this form of deception is not uncommon when studying people’s decision making with humans and computers [18], [21]-[23].
Finally, to measure social value orientation, before starting the tasks, participants completed the 6-item version of the Slider SVO Measure [56]. After running this measure on our sample, 39.7% of the participants were classified as non-cooperators, and 60.3% as cooperators.

2.2 Results

Manipulation checks. To analyze the manipulation checks for the proposer conditions (Were you interacting via an agent?) and the responder conditions (Were you interacting with an agent?), we ran chi-square tests. The results confirmed that participants accurately remembered the condition they were assigned to (proposers: $\chi^2 = 89.68, p < .001$; responders: $\chi^2 = 133.61, p < .001$). Regarding the manipulation check for power, participants perceived their counterparts, as expected, to have more power in the ultimatum game ($M = 3.37, SE = .13$) than in the impunity game ($M = 2.25, SE = .12$), $t(193) = 7.47, p < .001, r = .473$.

Offers. The offers participants made in the ultimatum and impunity games are shown in Figure 2. To analyze this data, we ran a Responder $\times$ Proposer $\times$ Power $\times$ SVO mixed ANOVA. The results showed a main effect of Responder, with people offering more to humans ($M = 7.13, SE = .27$) than to agents representing others ($M = 6.29, SE = .26$), $F(1, 186) = 4.98, p = .027, \eta^2 = .026$. This result, thus, supports Hypothesis 1.

The results also reveal a main effect of Proposer, with people offering more when interacting via an agent ($M = 7.09, SE = .27$) than when interacting directly with their counterparts ($M = 6.33, SE = .26$), $F(1, 186) = 4.18, p = .042, \eta^2 = .022$. This result, therefore, supports Hypothesis 2b (and contradicts Hypothesis 2a).

Regarding power, there was a main effect with people offering more in the ultimatum ($M = 8.27, SE = .16$) than in the impunity game ($M = 5.15, SE = .30$), $F(1, 186) = 106.00, p < .001$, partial $\eta^2 = .363$. However, there were no statistically significant interactions with Responder or Proposer: Power $\times$ Responder, $F(1, 186) = .00, p = .966$; Power $\times$ Proposer, $F(1, 186) = .48, p = .489$; Power $\times$ Responder $\times$ Proposer, $F(1, 186) = 1.51, p = .221$.

Finally, regarding social value orientation, there was a main effect with cooperators ($M = 8.01, SE = .24$) offering more than non-cooperators ($M = 5.41, SE = .29$), $F(1, 186) = 47.86, p < .001$, partial $\eta^2 = .205$. There was also a SVO $\times$ Power interaction, $F(1, 186) = 12.39, p = .001$, partial $\eta^2 = .062$: non-cooperators offered much less in the impunity game than participants in any other condition. There were no statistically significant interactions, however, with Responder or Proposer: SVO $\times$ Responder, $F(1, 186) = .08, p = .781$; SVO $\times$ Proposer, $F(1, 186) = 2.48, p = .117$; SVO $\times$ Responder $\times$ Proposer, $F(1, 186) = .54, p = .462$.

3. DISCUSSION

At a time when there is increased interest in agents that act on behalf of humans, this paper raises awareness to important distinctions people still make between interacting with agents that represent humans and interacting with humans directly. Our first main finding is that, everything else being equal, people tend to make more favorable offers to humans than to agents acting on behalf of humans. This result is in line with findings in the behavioral sciences that reveal that perceived social distance
impacts decision making [25]-[31]. Accordingly, the higher the perceived social distance to the counterpart, the less favorable the decisions are likely to be.

Our second main finding is that, in contrast to the tendency to be less fair with agents that represent others, people show higher concern for fairness when tasking an agent to represent them in decision making settings. Despite the fact that acting through an agent increases the social distance with the counterpart, considerations for the longer-term consequences for one’s social image seem to prevail [32]-[34]. When creating an agent that is meant to represent one’s values, possibly across several interactions with various counterparts, people choose to behave more fairly and preserve their reputations.

A first reading of these findings may suggest that what we accomplished here was to raise a warning to the risk individuals incur of being doubly disadvantaged if they task an agent to interact with other humans. However, instead, we see these findings as introducing two exciting opportunities. First, the results emphasize what needs to be addressed in order to have humans treat agents that represent others as fairly as the humans they are representing, and that is to reduce the perceived social distance to the agents. This can be achieved by emphasizing the presence of the human for whom the agent is working for or, alternatively, by emphasizing shared group membership or common values. In support of this view, previous research demonstrates that people cooperate and trust more with agents that are perceived to share salient physical characteristics (e.g., race [11]) or with which people share a “common fate” (e.g., when they engage in a task as teammates [10], [57]). In fact, by associating agents with membership in multiple positive group memberships, it is even possible to make people favor agents to humans [57].

The second opportunity is that acting through agents can increase a motivation for fairness. The implication is that interaction between agents has the potential to improve fairness in society, when compared to the current state-of-affairs in human-human interaction. Because agents do not suffer from the typical constraints we see in humans (e.g., bounded rationality [58]), we already knew that it was possible to use them to increase efficiency in terms of standard economics metrics, such as pareto-optimality [1]-[4]. Here, we propose that agents also have the potential to enhance the kind of social considerations we see in humans [59] – fairness, cooperation, altruism, reciprocity, etc. – by virtue of motivating designers and human users to consider the broader implications of their decisions.

Notice that our proposal is not that people will be more generous when interacting via agents, but rather that they will show higher concerns for fairness. Thus, when playing in the role of proposer, we expect people to make more generous offers than if they were interacting directly with their counterparts; however, when playing in the role of responder, we expect people to be less likely to accept unfair offers than if they were not interacting via an automated agent. This is, in fact, an interesting hypothesis to test in future work. These concerns for fairness, for instance, may explain why people show higher demand when interacting via an automated agent than when interacting directly with others in a negotiation task [60].

Our results also demonstrate that power – i.e., the counterpart’s ability to shape the final outcome – impacts the decisions we make with automated agents. Our experimental results show that people’s offers via agents or with agents were always better when the counterpart was perceived to have more power. This is a replication of earlier findings in the behavioral sciences [41]-[45] and, thus, our contribution is simply to show that the effects of power we see in human-human interaction carry to human-agent interaction.

Additionally, our findings confirm that social value orientation – i.e., people’s inherent propensity for cooperation – can also impact behavior with agents. The results showed that cooperators, in general, offered more via agents or with agents.
than non-cooperators. Given that the literature on social value orientation has mostly focused in social interaction involving exclusively humans [46]-[49], our contribution is in showing that this important individual trait also extends to interactions with automated agents.

The results presented in this paper have important practical implications across several domains. For automated negotiation [1]-[5], the recommendation is that, as discussed above, designers should allow human users to customize their agents. This is likely to lead users to show higher concern for reaching a fair deal. Additionally, designers should strive to minimize the perceived social distance to their human counterparts. These results are also not limited to software agents. As robots get immersed into society [61], [62], the guidelines proposed here for optimizing decision making in human-agent interaction should also be useful for human-robot interaction. Our findings provide insight into how increasing social distance will affect interaction with autonomous vehicles [7] or unmanned flying vehicles [8]; on the one hand, people may react more harshly when something goes wrong because of these vehicles; on the other hand, designers and human will likely strive to embed in them best driving or flying practices. Overall, by reducing social distance with these automated agents and maximizing considerations for the human users' social image, designers can pave the way for more efficient human-agent interaction in various domains.

Finally, this work has interesting ethical implications. There has been considerable concern about allowing these automated agents to take their place in society. For instance, the UK’s 1998 Data Protection Act gives employees the right to ask for human intervention in the case of any decision made solely by automated means, when personal data is involved. People are also naturally reluctant to let automated vehicles drive on their streets and for unmanned aerial vehicles to apply lethal force [63]. However, experimental work, such as the one presented here, provides critical insight into the psychological mechanisms driving people’s behavior with automated agents and, consequently, suggest ways for overcoming these concerns. Moreover, the results in this paper suggest that the very fact that people are forced to think about how they want their agents to behave in society, can lead to a higher-level perspective and, subsequently, to increased motivation for fairness and cooperation.

4. CONCLUSION
In this paper, we show that people’s behavior with or via automated agents is different than their behavior with humans. On the one hand, we show that people tend make less favorable offers to agents that act on behalf of humans than if they were interacting with the humans themselves. We propose that to reduce (or increase) this effect we should reduce (or increase) the perceived social distance to the humans on whose behalf the agents are acting. On the other hand, we show that people are likely to demonstrate a higher concern for fairness when interacting via an automated agent than if interacting directly with others. We propose this occurs because people demonstrate a higher concern for their social image and reputation, when tasking an agent to act on their behalf. These results, thus, provide key insight into the psychological mechanisms driving people’s behavior with automated agents and, consequently, are key for achieving in human-agent interaction the same kind of efficiency – fairness, cooperation, reciprocity, etc. – we see in human-human interaction.
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